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Recenzja rozprawy doktorskiej

pt. ,Towards Discriminative Speaker Representations for Speaker Recognition and
Diarization (W strone réznicujacych reprezentacji méwcoéw na potrzeby ich
rozpoznawania i diaryzacji)”

Prace ztozyta Magdalena Marta Rybicka z Akademii Gorniczo-Hutniczej w Krakowie

W pracy badane sa neuronowe reprezentacje mowcow w systemach automatycznego rozpoznawania
mowcow (SR) i diaryzacji méwcow (SD), cho¢ dotyczy ona réwniez separacji méwcow, Tematyka ta miesci
si¢ w zakresie automatycznego przetwarzania mowy, ktére samo w sobie uznaje sie za element sztucznej
inteligencji. Badane tematy i wyciagnigte wnioski sg aktualne oraz istotne dla spoteczno$ci zajmujacej sie
badaniami i rozwojem zaréwno na uczelniach, jak i w branzy.

Praca skiada sig z 4 rozdziatéw, zawiera 131 stron i opiera sie na pieciu publikacjach autorki - trzech
referatach z konferencji Interspeech (CORE A) i dwdch referatach opublikowanych w waznych czasopismach
dla spotecznosci zajmujgcej sie przetwarzaniem mowy - IEEE Transactions on Audio, Speech and Language
Processing (T-ASL) i IEEE Signal Processing Letters (SPL). Niniejsza recenzja w pierwszej kolejnosci skupia
sig na technicznej zawartosci rozprawy, a nastepnie podsumowuje jej jakosé techniczng, zawiera uwagi
dotyczace kwestii formalnych, a na koniec przedstawia ogéine wnioski i zalecenia dla komisji.

Zawartos¢ techniczna rozprawy oraz uwagi do rozdziatéw i referatéw

Rozdziat 1 stanowi wprowadzenie do rozprawy, przedstawia ogélny przeglad problematyki i okresla gtowne
zadania. Przedstawia rowniez giowne osiagniecia i strukture rozprawy, a takze podsumowanie prac
nieobjetych pigcioma gtéwnymi publikacjami. Rozdziat ten dokumentuje szeroko zakrojong wspotprace
doktorantki z Johns Hopkins University (Center of Language and Speech Processing - CLSP oraz Center of
Excellence - CoE) — czotowym amerykanskim laboratorium akademickim zajmujacym sie przetwarzaniem
mowy i jezyka naturainego. Drobne uwagi do tego rozdziatu: w pkt. 1.3 (Wkiad), dobrze byloby podaé
odniesienia do odpowiednich fragmentow rozprawy i referatow, a z akapitu dotyczacego projektow cheiathym
si¢ dowiedzie¢, kto byt glownym badaczem w przypadku kazdego z nich.

Rozdziat 2 ,Tio badan” to powazny tekst przedstawiajacy zadania, aktualny stan wiedzy, dane i wskazniki
oceny. Rozdziat ma szeroki zakres i dokumentuje doskonatg orientacje doktorantki w dziedzinie. Daje to
solidng podstawg do zrozumienia reszty rozprawy. Szczegélnie docenitem kompleksowy przeglad katowych
metod obliczania funkcji celu. Drobne uwagi:

1. Struktura rozdziatu - moim zdaniem lepiej bytoby przedstawic przeglad wszystkich zadan na poczatku
rozdziatu i poda¢ ich wskazniki oceny, a nastepnie zaja¢ sie tylko aktualnym stanem wiedzy —
pozwolitoby to czytelnikowi lepiej uporzadkowac strukture nabywanej wiedzy. Ponadto rozdziat ten
jest dos¢ dtugi, radzitbym podzieli¢ go na trzy krotsze rozdzialy: 2. Zadania i wskazniki, 3. Aktualny
stan wiedzy i 4. Dane.

2. Wniektorych miejscach, zwtaszcza w opisie ,starszych” technik, takich jak i-wektory, wolatbym widzie¢
wigksza dyscypling w zastosowaniu terminéw matematycznych (angielskie stowa ,probability” i
Jlikelihood” na okredlenie prawdopodobienstwa, macierze i wektory thustym drukiem). W dalszych
czesciach dotyczacych architektury neuronowej notacja jest bezbtedna.

3. Rozdziat z danymi mozna by uzupetni¢ tabelami podsumowujacymi, podajgc cel poszczegdlnych
zbiorow danych, szczegdty techniczne i odniesienia, odpowiednio: cytowania rozdziatow/referatow, w
ktorych zostaty one wykorzystane.

Rozdziat 3 omawia wkiad doktorantki i przedstawia piec gtownych referatéw: pkt. 3.1 oraz referaty il dotyczg
roznicujgcych reprezentacji mowcy, gtéwnie struktury i szkolenia architektur neuronowych do ich ekstrakcji.
Referat | skupia sig¢ na dostosowaniu parametrow obliczania katowej funkciji straty - zadanie jest dobrze
wyjasnione, zaproponowano solidng hipoteze, eksperymenty zostaty dobrze przeprowadzone, a rozwigzanie
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neuronowych NN - faczenie blokéw sieci neuronowych z opéznieniem czasowym TDNN i ResNet Chociaz
potaczona architektura dziata lepiej, wolatbym zobaczy¢ glebszy wglad w to, jaki jest gtowny problem prostych
architektur i jak rozwiazuja go proponowane zmiany, zamiast prezentacji tylko zmian strukturainych i wynikow. W
tym wzgledzie referat Il dotyczacy zastapienia ResNet przez SpineNet i wprowadzenia przetwarzania czasowego
(Squeeze and Excitation Blocks) do faricucha przetwarzania jest znacznie lepszy, a tok rozumowania jest bardzo
klarowny.

W pkt. 3.2 oraz referatach Il i IV proponowane jest wzmocnienie reprezentacji mowcow w neuronowej diaryzacji
mowcow w systemach end-fo-end (EEND), a autorka odnosi sig gtéwnie do etapu grupowania osadzania.
Wprowadzenie atraktoréw nieautoregresywnych (NAA) zdefiniowanych w referacie Il stanowi bardzo udany
element badan - zaproponowano kilka systeméw, przeprowadzono ewaluacje z pozytywnymi wynikami, a pracg
zainteresowata sie spolecznosé badaczy (referat Il ma 19 cytowart w Google Scholar). Publikowany w czasopismie
artykut — referat |V stanowi rozbudowe referatu z konferencji i wprowadza kilka innowacji oraz szersza oceng
eksperymentalng (w tym analize wptywu komponentéw na rezultat, tzw. ablation study). Szczegblnie doceniam
wprowadzenie bloku wykrywania aktywnosci pojedynczego mowcy — Single Speaker Activity Detection (SSAD),
znaczaco poprawiajacego wyniki wszystkich zawierajacych go schematow. Jednak chetnie bym zobaczyt bardziej
szczegotowe i intuicyjne wyjasnienie tego, co doprowadzito do wprowadzenia kilku wariantow (od EEND-NAA-
Overest do EEND-NAA- 1step), tj. co byto nie tak z prostymi podejsciami i jak naprawity to kolejne warianty. Ponadto
w przypadku iteracyjnego wyszukiwania atraktorow (referat IIf), dobrze bytoby skomentowa¢ wymagania
obliczeniowe tego podejscia, poniewaz wydaje sie, ze iteracje odbywaja sie w czasie wnioskowania, oraz okreslic,
jak ustalono optymalna liczbe iteracji.

Wreszcie, w pkt. 3.3 i w referacie V jest mowa o wspolnym zadaniu z wykorzystaniem diaryzacii i separacji mowy,
co stanowi naturalne rozwinigcie wezesniejszych prac z dziedziny przetwarzania sygnalow w oparciu o dobre
reprezentacje mowcow. Ta generalizacja zadziatata bardzo dobrze, a eksperymenty udokumentowaty wyzszo$¢
proponowanych atraktoréw réwniez na potrzeby separacji mowy. Niewielkg niedogodnoscig jest koniecznos¢
wezesniejszego ustalenia, czy w sygnale zrodtowym nie mamy do czynienia z nakiadajgcymi si¢ glosami wielu
mowcow (atraktory Klasteryzacji dzialaja lepiej), czy mamy z tym do czynienia (atraktory diaryzacji wykazujg
wyzszo$6); na potrzeby dalszych badan ciekawe by byto, gdyby zostat zaproponowany jeden schemat dziatajgcy w
réznych scenariuszach.

Rozdziat 4 to standardowe podsumowanie i informacje o pracy planowanej w przysztosci - mogg zgodzic sie ze
wszystkimi wymienionymi punktami (dobre plany inzynieryjne), ale brakuje mi troche szerszego obrazu, z bardzie]
,odleglymi” celami, a takze uwag na temat obecnych trendow w przetwarzaniu mowy (wstgpnie wytrenowane
modele SSL i modele mowy z uzyciem duzych modeli jezykowych LLM).

Podsumowanie w odniesieniu do tresci technicznej rozprawy

Rozprawa wyraznie pokazuje cechy doktorantki - zdolnos¢ do studiowania waznej literatury z kilku dziedzin,
proponowania wiasnych nowatorskich rozwigzan, ich wdrazania, starannego testowania i omawiania wynikow
eksperymentéw. Pokazuje szeroki przeglad zarowno mowy, jak i przetwarzania sygnatow, uczenia maszynowego |
nowoczesnej architektury neuronowej. Eksperymenty sg dobrze przeprowadzone, dobrze udokumentowane, dobrze
przeanalizowane i komentarze do nich sa odpowiednie. Niektore ustalenia (np. atraktory nieautoregresywne NAA |
kombinacje na potrzeby diarystyki i separacji mowy) juz wywarty wplyw na szeroka spotecznos¢ badawcza lub majg
duzy potencjat, aby mie¢ wptyw w najblizszej przysziosci.

Uwagi dotyczace kwestii formalnych

Chociaz ogolnie preferuje rozprawy linearne” od takich, ktore skiadaja sig z kilku publikacii, to ta rozprawa mi sie
podobata. Autorka starannie wybrata ograniczona liczbe najistotniejszych publikacii, rozdziat 3 wprowadzajacy tres¢
tych publikacji byt wystarczajaco ,lekki”, a tre$¢ referatow sie nie pokrywata w znacznym stopniu. Struktura pracy (z
wyjatkiem diugiego rozdziatu 2) jest dobra, a autorka dolozyta wszelkich staran, aby przedstawic wykonane prace
w logicznej kolejnosci. Rozprawa jest napisana bezbtednie w jgzyku angielskim, wystepuje w niej bardzo niewiele
bledéw stylistycznych. Z przyjemnoscig przekazg autorce wersje dokumentu z komentarzami.

Prezentacja wynikow jest doskonatej jakosci, tabele i rysunki sg czytelne, dobrze opisane i dostarczajg prostych



informacii na temat tego, co osiagnieto. Zapis matematyczny (poza drobnymi wyjatkami) jest przejrzysty i spojny.
Wspaniale zostata wykorzystana literatura, wykazy pismiennictwa w rozprawie i referatach sg obszeme i
dokumentujg szeroki zakres wiedzy doktorantki. Sugerowatbym tylko alfanumeryczny styl odniesien w pracy -
[Watanabe2020] jest czytelniejsze niz [193].

Podsumowanie i zalecenia

Z uwagq zapoznatem sie z rozpraws doktorska Pani Magdaleny Marty Rybickiej. Pomimo drobnych uwag
krytycznych podniesionych powyzej, moim zdaniem jest to solidna praca, ktora wnosi wktad w postepy w badaniach
nad neuronowa reprezentacja mowcy. Przeanalizowatem rowniez dorobek publikacyjny doktorantki i stwierdzam,
ze spetnia on standardy do uzyskania stopnia doktora na uznanej uczelni.

Stwierdzam, Ze w przediozonej do recenzji rozprawie doktorskiej Pani Magdaleny Marty Rybickiej pt.
»Towards Discriminative Speaker Representations for Speaker Recognition and Diarization (W strone
roznicujacych reprezentacji méwcow na potrzeby ich rozpoznawania i diaryzacji)” doktorantka wykazata sie
wiedza z zakresu przetwarzania mowy, architektur neuronowych oraz uczenia maszynowego. Uwazam, ze
oryginalny wkiad w dziedzing nauki opisana w rozprawie doktorskiej, a takze dorobek publikacyjny sa
znaczace. W mojej ocenie przedstawiona praca spetnia wymogi stawiane rozprawom doktorskim w
obowigzujacej ustawie o stopniach naukowych i tytule naukowym. W zwigzku z powyzszym wnosze o
dopuszczenie przez Rade Dyscyplinarng Pani Magdaleny Marty Rybickiej do kolejnych etapéw
postepowania o nadanie stopnia doktora.

Biorac pod uwage jakos¢ techniczna rozprawy, jako$¢ eksperymentow przeprowadzonych na otwartych
zbiorach danych, wazno$¢ wynikéw i ich znaczenie dla migdzynarodowej spotecznosci naukowej, a takze
migdzynarodowa wspélprace z prestizowym amerykanskim laboratorium mowy/NLP, sugeruje, aby
nagrodzic te rozprawe wyréznieniem.

Proponuje zadat nastepujace pytania podczas obrony pracy doktorskisj:

1. Prosze wyjasnic rozumowanie i intuicyjne my$lenie stojace za polaczeniem blokéw schematu TDNN |
ResNet w pkt. 3.1 i referacie |.

2. Prosze podac intuicyjne wyjasnienie, co doprowadzito do wprowadzenia kilku wariantow (od EEND-NAA-
Overest do EEND-NAA-1step) w pkt. 3.2 i referacie IV - j. co bylo nie tak z prostymi podejéciami i jak te
warianty to naprawiaty.

3. W kilku migjscach w rozprawie i w referacie |V stwierdza Pani, ze kodowanie pozycyjne nie bylo uzywane
- prosze podac przyczyne.

4. Schemat separacji/diaryzacji w pkt. 3.3 i referacie V jest szkolony z uzyciem funkcji celu taczacej kilka
kryteriow. Czy uwaza Pan, Ze byloby wykonalne trenowanie tylko z zastosowaniem kryterium separacji
mowy, ktore powinno zawiera¢ wszystkie informacje na temat diaryzacii (tj. gdy méwca nie jest aktywny,

jego sygnat powinien wynosi¢ zero)?

Bmo, 14 stycznia 2026 r.
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