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Streszczenie

Uzasadnienie wyboru tematu i powigzanie z programem Doktorat Wdrozeniowy

Niniejsza rozprawa zostala zrealizowana w ramach programu Doktorat WdroZeniowy, projekt pt.
,Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przed cyberatakami oraz wykrywania sprawcy przestepstwa”’, co implikuje tytul rozprawy.

Niniejsza rozprawa koncentruje si¢ na analizie i modelowaniu Cyber-Fizycznych Systemow Ochrony
(CPPS) z wykorzystaniem metod sztucznej inteligencji, co bezposrednio odpowiada na problemy sfor-
mutowane w temacie badawczym. Takie podejScie umozliwia z jednej strony oceng¢ efektywnosci zain-
stalowanych systeméw ochrony, poprzez wykorzystanie danych pochodzacych nie tylko z samych syste-
moéw zabezpieczef, ale réwniez przez uwzglednienie kontekstu bezpieczefistwa i estymowanie atrybutéw
potencjalnego adwersarza (np. jego motywacji czy kwalifikacji). Z drugiej strony, proponowana metodo-
logia pozwala na planowanie racjonalnego, evidence-based wzmocnienia Srodkéw mitygacji zagrozen
pochodzacych zar6wno ze sfery fizycznej, jak i cyberprzestrzeni.

W ten sposéb ESZT staja si¢ nie tylko elementem infrastruktury ochronnej, ale przede wszystkim
bogatym Zrédlem danych, ktére po odpowiedniej analizie i modelowaniu stanowig fundament dla zinte-

growanych strategii cyber-fizycznej obrony.

Zidentyfikowane luki badawcze

Analiza stanu wiedzy ujawnita pie¢ kluczowych luk:

Po pierwsze, tradycyjna metodologia EASI (Estimated Adversary Sequence Interruption), wprowa-
dzona w 1977 roku, nie uwzglednia zagrozen cybernetycznych. Badania wlasne wykazaty, ze klasyczne
podejscie wskazywato 89,88% prawdopodobienistwo przerwania ataku, podczas gdy po uwzglednieniu
cyberzagrozen warto$¢ ta spadia do 1,63%. Po drugie, brakuje modeli degradacji specyficznych dla elek-
tronicznych systeméw zabezpieczen technicznych (ESZT). Opracowany probabilistyczny model degra-
dacji uwzglednia pig¢ czynnikow: starzenie komponentéw (rozktad normalny), wzrost wiedzy przeciw-
nika (rozktad normalny), postep technologiczny narzedzi ataku (model logarytmiczny), pojawianie si¢
podatnos$ci (proces Bernoulliego) oraz efekty konserwacji (rozktad normalny). Symulacje Monte Carlo
wykazaly, ze efektywnos$¢ systemu moze spas¢ z 98% do okoto 25% w ciagu 10 lat, a Srednia linia trendu
przekracza poziom 50% okoto 75-80 miesigca eksploatacji. Po trzecie, studium przypadku pokazato
praktyczne konsekwencje ignorowania degradacji: klasyczna ocena EASI wskazywata 88,64% skutecz-

nosci, podczas gdy po uwzglednieniu degradacji warto$¢ spadta do 76,19% — réznica 12,45 punktéw
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procentowych. Po czwarte, brak standaryzacji w reprezentacji elementéw infrastruktury oraz automa-
tyzacji detekcji symboli technicznych na planach. Konwencjonalne modele detekcji obiektow nie radza
sobie z interpretacjg kontekstu, gdzie znaczenie symbolu zalezy od otoczenia. Po piate, istniejgce roz-
wigzania sg fragmentaryczne i adresuja pojedyncze aspekty problemu, brakuje holistycznego podejscia

integrujacego wszystkie wymiary oceny CPPS.

Teza i metodologia

Teza pracy: mozliwe jest opracowanie zintegrowanego, probabilistycznego modelu oceny skutecz-
nosci CPPS uwzgledniajacego jednoczesnie degradacje komponentéw, zagrozenia cybernetyczne oraz
kontekst operacyjny.

Proponowane rozwigzanie sklada si¢ z trzech warstw: (1) percepcyjnej/detekcji - kontekstowa analiza
planéw z detekcja obiektéw COG (Contextual Object Grouping), (2) decyzyjnej - grafy Sciezek ataku z
algorytmem A* i modyfikacja EASI o wskaZniki degradacji oraz element cyberodpornosci, (3) raportu-

jacej - automatyzacja z uzyciem modeli jezykowych LLM.

Wyniki i wklad naukowy

Symulacje Monte Carlo wykazaly, ze uwzglednienie degradacji i cyberzagrozen moze znaczaco ob-
nizy¢ skuteczno$¢ systemu bezpieczefistwa. Tego rodzaju przeszacowanie efektywnosci systemu moze
nie tylko oznacza¢ brak gospodarno$ci, ale prowadzi¢ do istotnych konsekwencji dla infrastruktury kry-
tycznej w przypadku skutecznego ataku.

Gltéwny wkiad stanowia: (1) stworzenie pierwszego probabilistycznego modelu degradacji ESZT w
kontekscie CPPS, (2) rozszerzenie EASI o komponenty cyber-odpornosci i degradacje komponentéw,
(3) nowe podejscie (COG) do kontekstowej interpretacji symboli technicznych, (4) stworzenie praktycz-
nego narzedzia do dynamicznego zarzadzania bezpieczenstwem. Praca integruje metody z dziedzin oceny
ryzyka, sztucznej inteligencji i cyberbezpieczenstwa w spdjng metodologie wsparta walidacja na rzeczy-

wistych przypadkach.

Implementacja

Rezultatem pracy jest funkcjonalne narzedzie AI-SecPA implementujace pelny proces oceny, poczaw-
szy od detekcji elementéw architektonicznych przez uczenie maszynowe po generowanie rekomendacji
z wykorzystaniem LLM. Narzedzie wydaje si¢ wprowadzaé istotne wsparcie w procesie decyzyjnym z

zakresu zarzgdzania bezpieczenstwem operacyjnym i cyber-fizycznym.
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Abstract

Topic Selection and Connection to the Implementation Doctorate Program

This dissertation was carried out within the framework of the Implementation Doctorate program, pro-
ject titled "Electronic Technical Security Systems as a Data Source in the Process of Automatic Defense
Against Cyberattacks and Detection of Crime Perpetrators,"which implies the title of the dissertation.

This dissertation focuses on the analysis and modeling of Cyber-Physical Protection Systems (CPPS)
using artificial intelligence methods, which directly addresses the problems formulated in the research
topic. This approach enables, on one hand, the assessment of the effectiveness of installed protection
systems by utilizing data not only from the security systems themselves but also by taking into account the
security context and estimating attributes of potential adversaries (e.g., their motivation or qualifications).
On the other hand, the proposed methodology allows for planning rational, evidence-based strengthening
of threat mitigation measures originating from both the physical sphere and cyberspace.

In this way, Electronic Security Systems (ESS) become not only an element of protective infrastructure
but, above all, a rich source of data that, after appropriate analysis and modeling, forms the foundation

for integrated cyber-physical defense strategies.

Identified Research Gaps

Analysis of the state of knowledge revealed five key gaps:

First, the traditional EASI (Estimated Adversary Sequence Interruption) methodology, introduced in
1977, does not account for cyber threats. Our own research showed that the classical approach indicated
an 89.88% probability of attack interruption, while after accounting for cyber threats, this value dropped
to 1.63%. Second, there is a lack of degradation models specific to Electronic Security Systems (ESS).
The developed probabilistic degradation model accounts for five factors: component aging (normal di-
stribution), adversary knowledge growth (normal distribution), technological advancement of attack tools
(logarithmic model), emergence of vulnerabilities (Bernoulli process), and maintenance effects (normal
distribution). Monte Carlo simulations showed that system effectiveness can drop from 98% to approxi-
mately 25% over 10 years, with the average trend line crossing the 50% level around months 75-80 of
operation. Third, a case study demonstrated the practical consequences of ignoring degradation: classi-
cal EASI assessment indicated 88.64% effectiveness, while after accounting for degradation, the value
dropped to 76.19% — a difference of 12.45 percentage points. Fourth, there is a lack of standardization

in infrastructure element representation and automation of technical symbol detection on plans. Conven-



tional object detection models cannot handle context interpretation, where symbol meaning depends on
surroundings. Fifth, existing solutions are fragmentary and address individual aspects of the problem:;

there is a lack of holistic approaches integrating all dimensions of CPPS assessment.

Thesis and Methodology

Thesis: it is possible to develop an integrated, probabilistic model for assessing CPPS effectiveness
that simultaneously accounts for component degradation, cyber threats, and operational context.

The proposed solution consists of three layers: (1) perceptual/detection — contextual plan analysis
with COG (Contextual Object Grouping) object detection, (2) decision-making — attack path graphs with
A* algorithm and EASI modification incorporating degradation indices and cyber-resilience element, (3)

reporting — automation using LLM language models.

Results and Scientific Contribution

Monte Carlo simulations demonstrated that accounting for degradation and cyber threats can signi-
ficantly reduce security system effectiveness. This type of system effectiveness overestimation may not
only indicate lack of economy but lead to significant consequences for critical infrastructure in case of a
successful attack.

Main contributions include: (1) creation of the first probabilistic degradation model for ESS in the
CPPS context, (2) extension of EASI with cyber-resilience components and component degradation, (3)
new approach (COG) for contextual interpretation of technical symbols, (4) creation of a practical tool for
dynamic security management. The work integrates methods from risk assessment, artificial intelligence,

and cybersecurity domains into a coherent methodology supported by validation on real-world cases.

Implementation

The result of this work is a functional AI-SecPA tool implementing the complete assessment process,
from detection of architectural elements through machine learning to recommendation generation using
LLM. The tool appears to provide significant support in decision-making processes regarding operational

and cyber-physical security management.
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Glosariusz

Z uwagi na implementacyjny charakter niniejszej rozprawy, w glosariuszu obok terminéw o charak-
terze akademickim i technologicznym uwzgledniono réwniez pojecia branzowe charakterystyczne dla
obszaru bezpieczeristwa fizycznego oraz elektronicznych systeméw zabezpieczen. Celem takiego podej-
Scia jest zapewnienie spdjnosci terminologicznej oraz ulatwienie interpretacji fragmentéw o charakterze
praktycznym, gdzie jezyk techniczny i specjalistyczny stanowi istotny element opisu. Wszystkie pojecia
zostaly dobrane w sposéb odzwierciedlajacy zaréwno kontekst badawczy, jak i uwarunkowania imple-

mentacyjne pracy.

— Infrastruktura krytyczna — Zesp6t powigzanych systemoéw, sieci oraz aktywow fizycznych i
wirtualnych, ktérych awaria lub zniszczenie moze powaznie naruszy¢ bezpieczefistwo paristwa,
zdrowie publiczne, gospodarke lub funkcjonowanie spoteczeristwa. Jest priorytetowym obszarem

ochrony ze wzgledu na wysokie skutki potencjalnych zaktécen.

— Atak — Celowa sekwencja dziatan prowadzaca do naruszenia poufnosci, integralnosci lub do-

stepnosci chronionych zasobéw. Moze mie¢ charakter fizyczny, cybernetyczny albo cyber-fizyczny

(taczony).

(np. naruszenie perymetru, zdalne wtamanie do sieci, manipulacja sterowaniem). Dob6r wektora

zalezy od podatnosci celu i ryzyka detekcji.

— Przeciwnik (adwersarz) — Podmiot (osoba, grupa przest¢pcza, organizacja, aktor pafstwowy)
planujacy i realizujacy dziatania wymierzone w system ochrony. Zdolnosci, zasoby i wiedza prze-

ciwnika ksztattuja prawdopodobienstwo sukcesu ataku i wybodr Sciezek.

— Cyber-Fizyczne Systemy Ochrony (CPPS) — Zintegrowane systemy taczace srodki techniczne,
informatyczne i architektoniczne z procedurami organizacyjnymi oraz ochrong osobowa. Celem jest
przeciwdzialanie zagrozeniom zamierzonym i przypadkowym w §rodowisku IT/OT powigzanym

z infrastrukturg fizyczna.

— Systemy Ochrony Fizycznej (PPS) — Podzbiér CPPS skupiony na barierach fizycznych, detekcji
i reakcji na wtargni¢cia. Klasyczne oceny PPS bazujg m.in. na analizie warstw i prawdopodobien-

stwie przerwania sekwencji ataku.
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— Elektroniczne Systemy Bezpieczenstwa (ESS) — Komponenty elektroniczne w PPS/CPPS
(SSW, CCTV, kontrola dostepu, czujniki, komunikacja alarmu). Podlegaja degradacji w czasie,

co wplywa na realng skuteczno$¢ ochrony.

— Zagrozenia hybrydowe — Skorelowane dziatania faczace Srodki cybernetyczne, dezinformacyjne
i kinetyczne. Sita oddzialtywania wynika z jednoczesnego wptywu na wiele warstw systemu i jego

otoczenia.

— Atak cyber-fizyczny (blended attack) — Dziatanie, w ktérym elementy cyber (np. przejecie sys-
temu sterowania) sg sprzgzone z elementami fizycznymi (np. sabotaz, wybuch). Wymaga tacznej

oceny bezpieczenistwa I'T/OT i ochrony fizycznej.

— Sekwencja dzialan przeciwnika (ASS) — Uporzadkowany ciag akcji od inicjacji po osiagniecie
celu. Modelowanie ASS pozwala wskaza¢ punkty detekcji i reakcji oraz szacowaé prawdopodo-

bieristwo przerwania.

— Sciezka ataku — Konkretny wariant przejscia przez kolejne elementy i warstwy systemu w drodze
do celu. W analizie grafowej reprezentowana jako cigg weztéw i krawedzi od punktu wejscia do

zasobu o wysokiej wartoSci.

— Warstwa ochronna — Funkcjonalny poziom zabezpieczeri (np. perymetr, nadzor wizyjny, kon-
trola dostepu, czujniki wewnetrzne). Sumaryczny efekt wielu warstw zwigksza szanse detekc;ji i

skutecznej reakcji.

— Ochrona obwodowa (perymetr) — Pierwsza linia obrony wyznaczajgca granice migdzy strefg
kontrolowang a niekontrolowang (np. ogrodzenie z czujnikiem §wiattowodowym). Jej naruszenie

zwykle inicjuje faficuch zdarzen detekcyjnych.

— Nadzér wizyjny (CCTV) — System kamer i analityki obrazu wspierajacy detekcje, weryfikacje
alarméw i Sledzenie zdarzen. Skuteczno$¢ zalezy od rozmieszczenia, jakoSci obrazu i procedur

reakcji.

— Kontrola dostepu — Mechanizmy ograniczajace wejscie do stref/obiektéw (czytniki, zamki, kon-
trolery) sprzezone z logikg uprawnieri i rejestracjg zdarzen. Dostarczaja punktéw detekcji/odrzu-

cenia w modelu oceny.

— System Sygnalizacji Wlamania (SSW) — Sensory (np. PIR, kontaktrony) i centrala alarmowa od-
powiedzialne za wykrycie, klasyfikacje i sygnalizacje naruszen. Integracja z komunikacja i reakcja

jest krytyczna dla catkowitej skutecznosci.

— EASI (Estimated Adversary Sequence Interruption) — Metodyka szacowania prawdopodo-
bieristwa przerwania sekwencji ataku przed osiggnigciem celu. Operuje na miarach detekcji, ko-

munikacji alarmu i skutecznoSci reakcji w kolejnych krokach ASS.
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— Prawdopodobienistwo przerwania ataku, P(/) — Kluczowa miara w EASI okreslajaca szanse
zatrzymania przeciwnika zanim dotrze do celu. Jest funkcjg prawdopodobienstw detekcji, komu-

nikacji i reakcji wzdtuz sekwencji.

— Prawdopodobienstwo detekcji (Pp,) — Szansa, ze warstwa/element wykryje dzialanie przeciw-
nika na i-tym etapie. Wplywa bezposrednio na P(I) oraz na optacalno$¢ poszczegdlnych Sciezek

z perspektywy adwersarza.

— Prawdopodobienistwo skutecznej komunikacji alarmu (P¢,) — Szansa, ze informacja o detekcji
dotrze do podmiotéw reagujacych w wymaganym czasie i jakoSci. Zakldcenia facznosci obnizaja

realng efektywnos¢ systemu.

— Warunkowe prawdopodobieristwo reakcji (P(R|A;)) — Szansa skutecznej interwencji po wy-
kryciu akcji A;, zalezna m.in. od czasu dojazdu, gotowosci i procedur. Zamyka taricuch ,,detek-

cja—komunikacja-reakcja”.

— Efektywnos¢ CPPS wobec atakéw cyber-fizycznych (PE.,) — Miara taczna uwzgledniajaca
komponenty cyber i fizyczny. Modelowana jako komplementarne potaczenie prawdopodobienistw

sukcesu ataku cyber (PE,) i fizycznego (PE);).

— Degradacja (w bezpieczenstwie) — Czasowy spadek skutecznosci elementéw ochrony spowodo-
wany starzeniem, wzrostem kompetencji przeciwnika, rozwojem narzedzi ataku, pojawianiem si¢
podatnosci oraz ograniczong skutecznoscig utrzymania. Jej nieuwzglednienie prowadzi do prze-

szacowania P(I) i blednych decyzji inwestycyjnych.

— Cyfrowy bliZzniak (Digital Twin) w ochronie — Wirtualny model instalacji sprz¢zony z danymi
operacyjnymi, wykorzystywany do analizy ryzyka i testowania scenariuszy bez wplywu na produk-

cje. Umozliwia ocene reakcji CPPS na zdarzenia cyber-fizyczne.
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1. Wprowadzenie

1.1. Uzasadnienie wyboru tematu i powigzanie z programem Doktorat

Wdrozeniowy

Niniejsza rozprawa zostata zrealizowana w ramach programu Doktorat Wdrozeniowy, projekt pt.
,Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przed cyberatakami oraz wykrywania sprawcy przestepstwa’, co implikuje tytut rozprawy.

Niniejsza rozprawa koncentruje si¢ na analizie i modelowaniu Cyber-Fizycznych Systemow Ochrony
(CPPS) z wykorzystaniem metod sztucznej inteligencji, co bezpoSrednio odpowiada na problemy sfor-
mufowane w temacie badawczym. Takie podejscie umozliwia z jednej strony ocen¢ efektywnosci zain-
stalowanych systemdéw ochrony, poprzez wykorzystanie danych pochodzacych nie tylko z samych syste-
moéw zabezpieczef, ale réwniez przez uwzglednienie kontekstu bezpieczefistwa i estymowanie atrybutéw
potencjalnego adwersarza (np. jego motywacji czy kwalifikacji). Z drugiej strony, proponowana metodo-
logia pozwala na planowanie racjonalnego, evidence-based wzmocnienia §rodkéw mitygacji zagrozen
pochodzacych zaréwno ze sfery fizycznej, jak i cyberprzestrzeni.

W ten sposéb ESZT staja si¢ nie tylko elementem infrastruktury ochronnej, ale przede wszystkim
bogatym Zrédtem danych, ktére po odpowiedniej analizie i modelowaniu stanowig fundament dla zinte-

growanych strategii cyber-fizycznej obrony.

1.2. Kontekst problemu

Ochrona infrastruktury krytycznej, ktéra obejmuje zespdt powiazanych ze sobg systeméw, sieci oraz
aktywow fizycznych i wirtualnych, jest jednym z kluczowych elementéw bezpieczeristwa narodowego.
Jej awaria lub zniszczenie mogtoby bowiem powaznie zagrozi¢ bezpieczeristwu panistwa, zdrowiu pu-
blicznemu, gospodarce lub funkcjonowaniu spoteczenistwa [1]. Szczegblne znaczenie zyskuje ona w kon-
tekscie rosnacych zagrozen hybrydowych, ktdre tacza w sobie ataki cybernetyczne, dezinformacij¢ oraz
dziatania kinetyczne [2].

Aby sprosta¢ tym wyzwaniom, Cyber-Fizyczne Systemy Ochrony (CPPS — ang. Cyber-Physical Pro-
tection Systems) integruja ré6znorodne $rodki. Sg to zaréwno rozwigzania techniczne, informatyczne i ar-
chitektoniczne, jak réwniez narzedzia organizacyjne, prawne oraz ustugi ochrony osobowe;j. Ich celem jest
zabezpieczenie kluczowych zasobow przed dziataniami, ktére mogtyby destabilizowac funkcjonowanie

organizacji lub catych sektoréw. Dotycza one zaréwno zagrozen zamierzonych, takich jak cyberataki czy
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sabotaz, jak i przypadkowych, np. awarii technicznych [3]. Rola tych systemdw jest szczegdlnie istotna,
poniewaz infrastruktura krytyczna ma interdyscyplinarng nature. L.aczy ona systemy IT i IoT z fizycznymi
komponentami, takimi jak sieci energetyczne czy transportowe. Dzieki temu staje si¢ ona priorytetowym
celem dla réznych aktoréw, w tym paistwowych, przestepczych i terrorystycznych [4].

Ewolucja zagrozen w ostatnich dekadach charakteryzuje si¢ przejSciem od atakéw czysto fizycznych
do ztozonych atakéw cyber-fizycznych. Historycznie, zagrozenia dla systeméw bezpieczefistwa koncen-
trowaly si¢ wokot prob fizycznego pokonania barier — przyktadowo, w sektorze bankowym dominowaty
ataki na bankomaty z wykorzystaniem kluczy, wiercenia czy kradziezy catych kas [5]. Wsp6tczes$nie ob-
serwujemy zasadniczg zmian¢ charakteru zagrozen: przeciwnicy coraz czgéciej wykorzystuja kombinacje
atakéw cybernetycznych i fizycznych, uzywajac na przyktad srodkéw wybuchowych sterowanych zdalnie
czy zaawansowane ataki na systemy informatyczne kontrolujace elementy ochrony fizycznej. W sektorze
bankowym transformacja ta jest szczegélnie widoczna — ze wzgledu na zmiane wiedzy i Swiadomosci
ryzyka u przeciwnika, w obszarze fizycznym dominujg obecnie ataki z uzyciem Srodkéw wybuchowych
(przewaznie gazu ziemnego) oraz ataki cyber-fizyczne. Ta ewolucja znaczaco zwigkszyla ryzyko i koszty
zabezpieczen, ktére nalezy dostosowa¢ do zmiany trendu w materializacji ryzyk [6].

Paradoksalnie, mimo ze nowoczesne systemy ochrony w coraz wigkszym stopniu opieraja si¢ na tech-
nologiach informatycznych i komunikacyjnych (ICT), metodologie ich oceny pozostajg zakorzenione w
podejsciach sprzed ery cyfrowej. Budzety przeznaczone na zabezpieczenia stanowia istotne pozycje kosz-
towe, dlatego stosuje si¢ metodyki i narzedzia oceny skuteczno$ci PPS (ang. Physical Protection Systems),
ktére w optymalnym przypadku dostarczaja informacji o realnej efektywnosci systeméw [7]. W przeciw-
nym wypadku zarzadzanie jest nieefektywne i moze prowadzi¢ do niegospodarno$ci, a nawet do sytuacji,
w ktdrej PPS moga nie zrealizowac celéw przed nimi stawianych. Brak realizacji zadai PPS moze pro-

wadzi¢ do powaznych konsekwencji.

1.3. Glowne wyzwania i luki

Wspétczesne systemy ochrony fizycznej funkcjonuja w coraz bardziej ztozonym Srodowisku zagro-
zen, ktére wykracza daleko poza tradycyjne scenariusze wtargnie¢ fizycznych. Digitalizacja infrastruktury
krytycznej, powszechne wykorzystanie systemow IoT oraz integracja sieci teleinformatycznych z syste-
mami bezpieczeristwa fizycznego stwarzaja nowe wyzwania, ktére nie byly uwzgledniane w klasycznych
metodologiach oceny ryzyka. Niniejszy rozdziat identyfikuje kluczowe luki w istniejacych podejsciach

metodologicznych, ze szczegdlnym uwzglednieniem:
— braku reprezentacji cyberzagrozen w tradycyjnych modelach oceny skutecznosci,
— ograniczenn w modelowaniu wspétczesnych scenariuszy hybrydowych,
— nieadekwatnosci klasycznych miar prawdopodobieristwa dla zagrozen cyber-fizycznych,
— potrzeby nowych metodologii integrujacych domene fizyczng i cybernetyczna.

Analiza ta stanowi podstawe dla propozycji nowej metodologii przedstawionej w kolejnych rozdziatach

pracy.
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Brak uwzglednienia cyberzagrozen w metodologiach oceny

Od wprowadzenia metodologii EASI (Estimated Adversary Sequence Interruption) przez Bennetta
w 1977 roku [8], model ten stal si¢ punktem wyjscia dla licznych modyfikacji i rozszerzen w dziedzi-
nie oceny systeméw ochrony fizycznej. Metodologia EASI opiera si¢ na fundamentalnym zatozeniu, ze
skuteczno$¢ systemu ochrony moze by¢ wyrazona poprzez prawdopodobiefistwo przerwania sekwencji
dziatan przeciwnika przed osiagnieciem celu. Klasyczna formuta EASI definiuje prawdopodobienistwo

przerwania ataku P([) jako:

n _

P(I) = (Pp1) - (Pe1) - (P(R|AL)) + > | (P(R|A)) - (Pei) - (Ppy) - H (1— (Ppy))
=2 j=1
gdzie: Pp,; to prawdopodobieristwo detekcji podczas i-tej akcji przeciwnika, Pr; to prawdopodobiefistwo
skutecznej komunikacji z sitami reagowania, a P(R|A;) to warunkowe prawdopodobieristwo skutecznej
odpowiedzi sit reagowania. Mimo rozwoju technik ataku i postepu technologicznego, podstawowe zato-
zenia EASI nie zostaty dostosowane do zagrozen wynikajacych z cyfryzacji infrastruktury. Wspétczesne
systemy PPS czesto wykorzystuja komponenty informatyczne i sieciowe, co zwigksza ich podatnos$¢ na
cyberataki. Tradycyjne podejScia, w tym oryginalna wersja EASI, nie uwzgledniaja zagrozen zwiaza-
nych z kompromitacjg systeméw teleinformatycznych, co moze prowadzi¢ do zbyt optymistycznej oceny
skuteczno$ci ochrony [3].

Znaczenie komponentu cybernetycznego w systemach fizycznej ochrony podkreslaja takze inni auto-
rzy. Clem i Atkins analizowali przypadki atakéw hybrydowych, faczacych elementy fizyczne i cyfrowe,
wskazujagc na potrzebe ich wspdlnego modelowania [9]. Porter zwrécit uwage, ze odpornos$¢ sieci ste-
rujacych systemami ochrony ma bezposredni wptyw na skuteczno$¢ catego PPS [10]. Z kolei Depoy i
wspotautorzy zaproponowali kompleksowe ramy oceny ryzyka, ktére taczg analize zagrozeni fizycznych

i cybernetycznych w spéjnym modelu, wprowadzajac wzor:
PE.,,=1—(1-PE,)-(1—-PE,,)

gdzie PE,, to ogblna efektywnos$¢ PPS przeciwko atakom cyber-fizycznym, PE,. to prawdopodobiefi-
stwo sukcesu ataku cybernetycznego, a PE),. to prawdopodobieristwo sukcesu ataku fizycznego [11].
Snell i Rivers [12] przedstawili podobne podejs$cie dla atakéw mieszanych (blended attacks) w kontek-

Scie bezpieczernistwa nuklearnego:
PErpotq =1—(1—PDS)- (1 - PEO)

gdzie PDS to prawdopodobienstwo detekcji, a PEO to szacowana ocena sukcesu dowolnego ataku
fizycznego i cybernetycznego. Zastosowanie rozszerzonego podejscia, uwzgledniajacego zagrozenia cy-
bernetyczne, prowadzi do istotnych réznic w ocenie skutecznos$ci systeméw ochrony. W badaniach wia-
snych autor wykazat, ze klasyczna metodologia EASI wskazywata na 89,88% prawdopodobieristwo sku-
tecznego zaktdcenia Sciezki ataku przez system ochrony. Po uwzglednieniu potencjalnych cyberatakéw,
warto$¢ ta zostata skorygowana do 1,63%, co wskazuje na potrzebe uzupetnienia klasycznych metod o

komponent cybernetyczny [3].
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Guo et al. [13] wykorzystali technike Cyfrowych BliZniakéw (DT - ang. Digital Twin) do analizy
ryzyka cybernetycznego PPS w elektrowniach jadrowych, tworzac dedykowang platforme testowa. Po-
dejscie to reprezentuje nowy trend w kierunku wykorzystania zaawansowanych technologii cyfrowych do
modelowania i analizy systeméw bezpieczeristwa. Bowen et al. [14] zaproponowali zintegrowang plat-
forme do analizy i projektowania PPS, umozliwiajagca kompleksowa oceng efektywnosci systemu w wa-
runkach operacyjnych. Andiwijayakusuma et al. [15] rozszerzyli metod¢ EASI o analize wielo$ciezkowa

z uwzglednieniem zmiennoS$ci parametréw przy uzyciu symulacji Monte Carlo.

Problem degradacji systemow w czasie

Degradacja systemOw bezpieczeristwa, w szczeg6lnoSci komponentéw elektronicznych (ESS), jest
procesem nieuniknionym, zwiazanym z ich dfugoterminowg eksploatacja, wptywem Srodowiska, a takze
zmiang charakterystyki zagrozen. W kontekscie CPPS degradacje definiuje si¢ jako stopniowy spadek
skutecznosci ochrony wynikajacy z czynnikéw takich jak starzenie si¢ komponentéw, wzrost wiedzy i
umiejetnosci przeciwnika, rozwdj narzedzi ataku oraz pojawianie si¢ nowych podatnosci [6]. W dotych-
czasowych modelach oceny skutecznoSci PPS, aspekt degradacji czesto pozostaje pomijany lub trakto-
wany w sposéb uproszczony, np. przez przyjecie arbitralnego okresu przydatnosci uzytkowej. Tymczasem
rzeczywista skuteczno$¢ systemu ochronnego zmienia si¢ dynamicznie w czasie, a ignorowanie tego faktu
moze prowadzi¢ do zanizonej percepcji ryzyka oraz nietrafnych decyzji inwestycyjnych. W odpowiedzi
na t¢ luke opracowaliSmy probabilistyczny model degradacji CPPS, ktéry kwantyfikuje wplyw pigciu klu-
czowych czynnikéw wplywajacych na skutecznos¢ CPPS w czasie. Dob6r rozktadéw probabilistycznych
dla tych czynnikéw zostat oparty na charakterystyce proceséw, ktére reprezentuja, oraz na przestankach

literaturowych:

— AG (starzenie komponentéw) — rozkfad normalny. Starzenie jest efektem sumy wielu drobnych,
w duzej mierze niezaleznych mikrozjawisk (zuzycie materiatéw, dryf parametréw), co zgodnie z
centralnym twierdzeniem granicznym uzasadnia wybor rozktadu normalnego. Podejscie to znaj-

duje potwierdzenie w literaturze dotyczacej degradacji elementéw elektronicznych [16, 17].

— KG (wzrost wiedzy przeciwnika) — rozkiad normalny. Akumulacja wiedzy i umiejetnosci naste-
puje przyrostowo poprzez sume¢ wielu niezaleznych aktéw pozyskiwania informacji, z naturalng
zmiennoSciag w tempie i jakoSci gromadzonych danych, co uzasadnia zastosowanie modelowania

normalnego.

— TI (postep technologiczny narzedzi ataku) — model logarytmiczny. W poczatkowych fazach roz-
woju narzedzi obserwuje si¢ szybkie przyrosty efektywnosci, ktére nastepnie malejg zgodnie z
prawem malejacej uzytecznosci kraficowej (diminishing returns). Funkcja logarytmiczna dobrze

oddaje t¢ dynamike technologiczna [13].

— VI (pojawianie si¢ nowych krytycznych podatnosci) — proces Bernoulliego. Zdarzenia rzadkie,
o charakterze skokowym i trudnej do przewidzenia cze¢stoSci w krétkich horyzontach czasowych
(np. podatnosci zero-day). W modelu ujmowane jako wystgpienie badZ brak zdarzenia w danym
okresie [15, 11].
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— IE (efekt kwartalnych usprawnien) — rozkfad normalny. Laczny efekt wielu rownoczesnych czyn-
nosci serwisowych (testy, wymiany, strojenie parametréw) z naturalng zmiennoscig zakresu i jako-

$ci wykonywanych prac uzasadnia modelowanie sumarycznego efektu rozktadem normalnym.

Przyjety paradygmat modelowania opiera si¢ na zasadzie dopasowania rozktadu do natury procesu: pro-
cesy bedace sumg wielu drobnych, niezaleznych oddziatywan (AG, KG, IE) opisywane s3 rozktadem
normalnym; zdarzenia rzadkie i skokowe (VI) — procesem Bernoulliego; natomiast procesy, w ktérych
kolejne innowacje przynosza coraz mniejsze przyrosty efektywnosci (tzw. diminishing returns), jak w
przypadku rozwoju narzedzi uzywanych do ataku (TI), najlepiej odwzorowuje funkcja logarytmiczna.
Ponizej przedstawione wartosci wspomnianych czynnikéw zostaly dobrane tak, aby odzwierciedlaly ak-
tualne podejscie praktykéw, jednak stanowia punkt wyjScia dla dalszych badan i ich precyzyjniejszej
kalibracji:

1. Starzenie si¢ komponentéw (AG) - modelowane rozkladem normalnym (np. 1 = 0,5, 0 = 0,15),
co odzwierciedla Sredni spadek sprawnosci o okoto 50 punktéw procentowych w dekadzie (rozrzut
+15 pp) [16, 17].

2. Wzrost wiedzy przeciwnika (KG) - rozklad normalny (np. ¢ = 0,1, ¢ = 0,03) odpowiadajacy
okoto 10% rocznemu przyrostowi skutecznosci atakoéw dzigki lepszemu planowaniu i dostgpowi
do wiedzy [11].

3. Postep technologiczny narzedzi atakujacych (TI) - model logarytmiczny (np. 4 = 0,7, 0 = 0,21)
odzwierciedlajacy przyspieszenie innowacji, gdzie kolejne usprawnienia przynosza coraz mniejszy

przyrost wydajnosci [13].

4. Pojawianie si¢ nowych podatnosci (VI) - proces Bernoulliego (np. p = 0,2, jednorazowy spadek
= 10 pp) reprezentujacy pojawienie si¢ nowych, krytycznych luk z historyczng czestoScig okoto 1
na 5 miesiecy [15].

5. Efekty kwartalnych usprawnien (IE) - rozktad normalny (np. 4 = 0,5, ¢ = 0,15) modelujacy
prewencyjne dziatania konserwacyjne (testy, wymiana cz¢sci) co 3 miesigce, redukujace skumulo-

wany spadek efektywnoSci o Srednio 50 pp z odchyleniem 415 pp.

Model zaktada obliczanie skutecznosci systemu w danym miesiagcu SE; = max(100 — X;,0), gdzie
X; to skumulowany wplyw degradacyjny [6]. Wybdr rozktadu normalnego dla wigkszoSci parametréw
wynika z centralnego twierdzenia granicznego - wiele drobnych czynnikéw wptywajacych na procesy
starzenia czy konserwacji sumuje si¢ do rozktadu normalnego. Model logarytmiczny dla postepu tech-
nologicznego odzwierciedla charakterystyke ,,malejagcych przychodéw” typowa dla rozwoju technologii.
Proces Bernoulliego dla podatnosci oddaje rzadkie, ale skokowe zdarzenia krytyczne.

Symulacje Monte Carlo przeprowadzone dla 10,000 przebiegéw wykazaly, ze efektywnos¢ typowego
systemu moze spas¢ z poziomu 98% do okoto 25% w horyzoncie 10 lat. Co istotne, Srednia linia trendu
przekracza poziom 50% okoto 75.—80. miesigca eksploatacji, co oznacza, ze dziesi¢cioletnie cykle wy-

miany sprz¢tu moga by¢ zbyt diugie, aby zapewni¢ adekwatna ochrone [6].
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Studium przypadku - wplyw degradacji na ocen¢ EASI

Praktyczne konsekwencje ignorowania degradacji mozna zilustrowac na przyktadzie typowej $ciezki

ataku obejmujacej cztery warstwy ochronne:

Ochrona obwodowa — sensometryczny przewo6d §wiattowodowy monitorujacy lini¢ ogrodzenia (2

lata eksploatacji)

Nadzor wizyjny — kamery CCTV nadzorujace obszar chroniony (7 lat eksploatacji)

Kontrola dost¢pu — czytniki transponderéw RFID oraz czujniki otwarcia (kontaktrony) (5 lat eks-

ploatacji)

System Sygnalizacji Wlamania — pasywne czujki podczerwieni (PIR) wykrywajace ruch we-

whnatrz obiektu (10 lat eksploatacji)

Klasyczna ocena EASI wskazywala prawdopodobieristwo przerwania ataku na poziomie 88,64%. Po
uwzglednieniu wspétczynnikéw degradacji SE; dla kazdego elementu, skutecznos¢ spadia do 76,19%
- r6znica 12,45 punktéw procentowych moze zadecydowac o powodzeniu lub niepowodzeniu ataku [6].
Wiaczenie wskaznika S F; do rozszerzonego modelu EASI skutkowato spadkiem estymowanego praw-
dopodobieristwa skutecznej detekcji Sciezki ataku o 15-25 punktéw procentowych juz po pieciu latach
dziatania systemu, co ilustruja rysunki 2.2 i 2.3.

Analiza poszczegdlnych sktadnikéw X; (linia pomaraficzowa, zielona, fioletowa, magenta i brgzowa

linia) pokazuje wyrazne, nieréwne udzialy (patrz rys. 1.3):

— Starzenie si¢ (AG;, pomaraiiczowa) ro$nie liniowo od 0 do okoto 60-80 punktéw procentowych w

dekadzie i stanowi najwigkszy udziat w skumulowanym spadku.

— Wazrost wiedzy przeciwnika (K G;, zielona) narasta stopniowo od 0 do okoto 10-15 pp w ciggu

dziesigciu lat.

— Udoskonalanie narzedzi (T'1;, fioletowa) przyspiesza w drugiej potowie okresu i sigga do ok. 8-10
pp.

— Podatnosci (V' I;, magenta) dajg sporadyczne skoki spadku do 5-10 pp, ale sg rzadkie (Srednio jeden
na pie¢ miesiecy).

— Efekty konserwacji (I Ej, bragzowa) pojawiajg si¢ kwartalnie i majg niewielkg warto$¢ — rzedu 1-2

pp regeneracji na cykl, co jest niewystarczajace, by skompensowaé skumulowane straty.

Taki wynik jednoznacznie wskazuje na potrzebe uzupetnienia klasycznych metod oceny skutecznosci
CPPS o dynamiczne podejscia uwzgledniajace zmienno$¢ parametrow ochronnych w czasie.
Luka w modelowaniu degradacji ESS

Przeglad badai w omawianym zakresie wskazal dwie gléwne grupy prac dotyczace degradacji sys-

temow. Pierwsza grupa koncentruje si¢ na analizie starzenia si¢ elementéw elektronicznych:
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Mean time

(Physical attack)

Response of Force Time
Relaybility | response e
dev. (sec.)
(sec.)
0,95 250 90
. Detection
Task #: Aj\:'::;i;sk P:f(::::;l:;l;t]y Location ::';:: sdev Normal values cum PI

(B/M/E)
1 cut fence 90% B 90 3 0,950385092| 0,8125793
2 run 90% B 12 3,6 0,784149763| 0,0670448
3 open a door 90% B 90 27 0,749086947| 0,0064047
4 run 90% B 10 3 0,421259148| 0,0003602
5 open a door 90% B 100 27 0,382797242| 3,273E-05
6 |sabotage of the asset 90% B 120 36 0,089938638 7,69E-07
7 0% 0 0 0 0,002736602 0
8 0% 0 0 0 0,002736602 0
9 0% 0 0 0 0,002736602 0
10 0% 0 0 0 0,002736602 0
11 0% 0 0 0 0,002736602 0
12 0% 0 0 0 0,002736602 0

Probability of
interuption 0,8864

Rysunek 1.1: Ocena skutecznosci PPS metodg EASI dla czysto fizycznego wektora ataku bez uwzglednie-

nia degradacji komponentéw. Tabela przedstawia nominalne prawdopodobienistwa detekcji (Pd = 90%)

dla wszystkich elementéw systemu, podajac w rezultacie prawdopodobienistwo przerwania ataku na po-

ziomie 88,64%. Zrédto: opracowanie wlasne na podstawie [6].
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Mean time 5
Response of Force Time
Relapy:‘lli response S
iy Pol dev. (sec.)
(sec.)
0,95 250 S0
Mean of
Prabability of
estimated ey Pd (probability .
B B detection on . Detection
Adversary task Detection Age of | efectivenes of detection on . mean
Task #: L the Location sdev Normal values cum Pl
description Element/s system from . . the day of delay
; installation . (B/M/E)
degradation evaluation)
day
model
1 cut fence Fiber-optic sensor 3 70% 90% 63% B 90 3 0,950385092| 0,5688055
2 run CCTV camera 7 30% 90% 27% B 12 3,6 0,784149763| 0,0744197
3 open a door Door contact 5 50% 90% 45% B 90 27 0,749086947| 0,0864954
4 run PIR Detector 8 20% 90% 18% B 10 3 0,421259148| 0,0107012
5 open a door Door contact 5 50% 90% 45% B 100 27 0,382797242| 0,0199345
6 sabotage of the asset|CCTV camera 7 30% 90% 27% B 120 36 0,083938638| 0,0015456
7 0% 0 0 0 0,002736602 0
8 0% 0 0 0 0,002736602 0
9 0% 1] 0 0 0,002736602 0
10 0% ] 0 0 0,002736602 0
11 0% 0 0 0 0,002736602 0
12 0% 0 0 0 0,002736602 0
Probability of
interuption 0,7519
(Physical attack)

Rysunek 1.2: Ocena skutecznoSci PPS metoda EASI z uwzglednieniem degradacji komponentéw w cza-

sie eksploatacji. Kolumna “Age of system” okresla wiek poszczeg6lnych elementéw, a kolumna “Mean of

estimated effectiveness from degradation model” pokazuje efektywnos$¢ po uwzglednieniu procesu sta-

rzenia. Koficowe prawdopodobieristwo przerwania ataku wynosi 76,19%. Zrédlo: opracowanie wtasne na

podstawie

[6].
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Rysunek 1.3: Wykres wptywu uwzglednionych w modelu degradacji czynnikéw na efektywnos¢ syste-

moéw bezpieczenstwa. Zrddto: opracowanie wlasne na podstawie [6].
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Narale et al. [16] przeprowadzili dogtebng analize struktury i mechanizméw degradacji kondensato-
réw elektrolitycznych, wykorzystujac charakterystyki materialowe. Yu et al. [17] zbadali symulacyjnie
wplyw hot-carrier stress na wydajnos$¢ konwerteréw DC-DC, identyfikujac gléwne czynniki prowadzace
do degradacji. Alam i Khan [18] opracowali model niezawodnosci i wydajnosci konwertera Boost, okre-
Slajac, w jaki sposob zuzycie komponentéw wptywa na spadek parametréw. Huang et al. [19] zapropono-
wali model degradacji pasywnych elementéw w dlugoterminowej analizie emisji elektromagnetyczne;j.

Druga grupa badan koncentruje si¢ na metodach prognozowania degradacji réznych typéw systeméw:

— Modelowanie stochastyczne i statystyczne: Du et al. [20] zaproponowali metode estymacji pozo-
statego czasu zycia systemow o duzych fluktuacjach degradacji. Fang et al. [21] zastosowali kopute

(Copula) do analizy niezawodnos$ci systeméw ze wspoétzaleznymi awariami.

— Reinforcement Learning: Dong et al. [22] przedstawili przeglad podstaw uczenia przez wzmac-
nianie oraz ich zastosowan w optymalizacji decyzji dla systeméw degradacyjnych. Hua [23] opraco-
wal podejscie wykorzystujace uczenie przez wzmacnianie do optymalizacji wydajnosci systeméw

ze sprzezeniem zwrotnym.

— Cyfrowy BliZzniak: Peng et al. [24] wprowadzili metode cyfrowego bliZniaka do estymacji wskaz-
nikéw zdrowia konwerteréw DC-DC. Chen et al. [25] zaproponowali cyfrowego bliZniaka z opty-

malizacja Bayesowska do identyfikacji parametréw degradacji przetwornic.

Zaden z analizowanych modeli nie odnosi si¢ bezposrednio do degradacji ESS w konteks$cie CPPS.
Istniejace podejscia koncentrujg si¢ na konkretnych komponentach elektronicznych lub ogdlnych syste-
mach technicznych, ale nie uwzgledniaja specyfiki systeméw bezpieczenistwa i ich ztozonych interakcji z

Srodowiskiem operacyjnym.

Problem standaryzacji symboli i interpretacji kontekstu

Kolejnym zidentyfikowanym elementem wymagajacym opracowania jest detekcja elementéw ESZT
na planach uwzgledniajacych ich fizyczng lokalizacj¢. Element ten jest niezbedny dla dalszych prac im-
plementacyjnych, ktére opiera si¢ beda na analizie graféw. Automatyczne rozpoznawanie i lokalizacja
symboli technicznych na planach architektonicznych stanowi wazny element dalszej analizy systemow
bezpieczenstwa. Tradycyjne podejScia oparte na dopasowaniu wzorcéw czy algorytmach morfologicz-
nych napotykajg trudno$ci zwiazane z r6znorodnoscia stylow rysowania, skal przedstawienia oraz jakosci
skanowanych dokumentéw. W zwigzku z tym uwage skierowano na nowoczesne architektury glebokich
sieci neuronowych. Do tego zadania wybraliSmy architekture YOLO (You Only Look Once) [26], kt6ra
traktuje detekcje obiektéw jako problem jednoetapowej regresji wspéirzgdnych ramek ograniczajacych
i prawdopodobiernistw klas. Zalety tego podejScia w kontekscie analizy planéw technicznych obejmuja:
wysoka szybkos¢ przetwarzania, pozwalajaca na analize duzych arkuszy planéw, mozliwos¢ jednoczesnej
detekcji wielu obiektéw réznych klas, oraz dobrg adaptacje do obiektow o matych rozmiarach, charakte-
rystycznych dla symboli na planach architektonicznych.

Konwencjonalne modele YOLO, cho¢ sprawnie lokalizujg i klasyfikuja pojedyncze symbole, stano-

wig punkt wyjscia dla pelnej analizy planéw bezpieczenstwa. Dalszym wyzwaniem pozostaje zrozumie-
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nie strukturalnych relacji pomiedzy wykrytymi elementami oraz ich funkcjonalnej semantyki, czyli tego,
co dany symbol oznacza w kontekscie otaczajacych go obiektéw oraz szerszej logiki systemu bezpieczen-

stwa [27]. Problematyka ta objawia si¢ na trzech ptaszczyznach:

— Niejednoznaczno$é wizualna symboli — ten sam znak graficzny moze oznaczaé rézne urzadzenia
w zalezno$ci od konwencji projektowej, standardu architektonicznego lub domeny zastosowania.
Przyktadowo, prostokat z uko$na kreska moze oznaczaé zaréwno drzwi przesuwne, jak i zabezpie-

czenie przeciwpozarowe, w zalezno$ci od projektu.

— Brak kontekstualizacji w procesach CV — tradycyjne podejscia separujg detekcje od interpre-
tacji. Oznacza to, ze nawet precyzyjna detekcja symboli nie gwarantuje poprawnego zrozumienia

ich roli w systemie.

— Kruchosé regul heurystycznych — interpretacja znaczenia symboli czgsto opiera si¢ na recznie
tworzonych regutach, ktdre sg trudne do uogdlnienia i podatne na bledy w przypadkach niestandar-

dowych lub ztozonych uktadéw.

Ewolucja metod detekcji obiektow

Rozwdj systeméw komputerowej analizy obrazéw zapewnia istotny kontekst dla zrozumienia wktadu
COG. Klasyczne podejscia opieraly si¢ na recznie tworzonych cechach, z SIFT [28] ustanawiajagcym za-
sady ekstrakcji cech niezaleznych od skali. Rewolucja deep learning rozpoczeta si¢ od AlexNet [29], ktory
wykazal moc konwolucyjnych sieci neuronowych, a nast¢pnie ulepszenia architektoniczne w VGG [30] i
ResNet [31].

Nowoczesna detekcja obiektow pojawita si¢ wraz z R-CNN [32], ktére wprowadzito detekcje oparta
na regionach poprzez "selective search"i ekstrakcje cech CNN. YOLO [26] zrewolucjonizowalo dzie-
dzine, formutujac detekcje jako pojedynczy problem regresji.

Najnowsze osiagniecia w kontekstowej detekcji obiektéw, w tym YOLO-World [33] z integracja
vision-language oraz Florence-2 [34] z zunifikowanymi mozliwo$ciami multi-task, demonstruja znaczacy
postep w rozumieniu kontekstowym. YOLO-World pozwala na detekcje otwartych stownikéw poprzez in-
tegracje wizyjnych i jezykowych embeddingéw bezposrednio w procesie detekcji. Florence-2 posuwa to

dalej, unifikujac rézne zadania vision pod jedna reprezentacja.

Analiza Ukladu Dokumentéw

Kluczowym wyzwaniem jest réwniez brak standaryzacji w reprezentacji elementéw infrastruktury.
Jak wykazaly badania nad systemami analizy uktadu dokumentéw (ang. DLA - Document Layout Analy-
sis), najnowsze osiagni¢cia takie jak LayoutLM [35] wprowadzity pre-training tekstu i layout dla rozumie-
nia obrazéw dokumentéw. LayoutLMv3 [36] osiggnat state-of-the-art performance poprzez zunifikowane
maskowanie tekstu i obrazu, demonstrujac mozliwosci integracji wizyjnych i jezykowych embeddingéw
dla lepszego rozumienia kontekstu. Jednak w dziedzinie diagraméw bezpieczeristwa fizycznego brakuje
dedykowanych rozwiazan faczacych detekcje z interpretacjg funkcjonalng [27].

W odpowiedzi na te wyzwania opracowali$my podejscie COG, ktére integruje klasyczng detekcje

obiektow z analizg relacji topologicznych oraz uwzglednia kontekst funkcjonalny otoczenia. Zamiast trak-

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



1.4. Konsekwencje obecnego stanu 26

towa¢ symbole jako niezalezne jednostki, COG grupuje je zgodnie z ich przestrzennym i semantycznym
sgsiedztwem, umozliwiajac bardziej realistyczne odwzorowanie struktury systemu bezpieczefistwa. Ta-
kie podejscie stanowi fundament dla dalszych etapéw modelowania graféw ataku i oceny ryzyka w CPPS
[27].

Zastosowania AI/ML w bezpieczenstwie

Zastosowanie sztucznej inteligencji w systemach bezpieczenstwa rozwija si¢ w kierunku inteligent-
nych Srodowisk detekcji. Li et al. [37] przedstawili przeglad tzw. smart sensing w budownictwie, wskazu-
jac na obecny stan i przyszte perspektywy. Wang et al. [38] analizowali tzw. ’emerging IoT technologies’

dla ’smart’ Srodowisk.

Kompleksowe przeglady [39, 40] ustanawiaja znaczenie automatyzacji oceny bezpieczefistwa w au-
tomatyzacji budynkéw i smart cities. Yohanandhan et al. [40] przedstawili kompleksowy przeglad cyber-
fizycznych systemoéw i smart cities w Indiach, identyfikujac mozliwosci, problemy i wyzwania. Autorzy
podkreslili znaczenie automatyzacji oceny bezpieczenstwa w konteks$cie inteligentnych Srodowisk detek-
cji.

Najnowsze prace w MDPI Sensors demonstrujg praktyczne zastosowania obejmujace smart sensing

w konstrukcji budynkéw [37] i Srodowiska IoT-based smart [38].

1.4. Konsekwencje obecnego stanu

Niedoskonatosci obecnych metod oceny CPPS maja istotne implikacje praktyczne dla zarzadzania
bezpieczenstwem infrastruktury krytycznej. Luki zwigzane z nieuwzglednianiem degradacji, cyberza-
grozen oraz kontekstu operacyjnego skutkuja powaznymi ryzykami dla organizacji, zarOwno w wymiarze

technicznym, jak i ekonomicznym.

Po pierwsze, systematyczne przeszacowanie skutecznosci systeméw ochrony prowadzi do btednych
decyzji inwestycyjnych. Jesli model oceny opiera si¢ na nierealistycznie wysokim poziomie ochrony (np.
nie uwzglednia spadku efektywnosci elementéw czy podatnoSci na ataki cybernetyczne), to inwestycje w
modernizacj¢ moga by¢ odktadane, mimo Ze system w rzeczywisto$ci nie spetnia juz wymagan bezpie-
czenistwa [5]. Na podstawie porownania obu ocen widac, ze uwzglednienie degradacji obniza znaczniki
skutecznosci CPPS o dodatkowe 15-25 punktéw procentowych juz w 5. roku uzytkowania. W klasycznym
podejsciu (bez degradacji) CPPS wyglada na relatywnie znacznie bardziej odporne, co moze prowadzi¢
do blednych decyzji, w tym o zbyt rzadkiej wymianie sprzetu.

Po drugie, ignorowanie zjawiska degradacji prowadzi do utraty kontroli nad realng skutecznoScia
systemOw w czasie. Brak danych o aktualnym stanie technicznym komponentéw uniemozliwia trafne
planowanie przegladéw, wymian czy uzupetnien infrastruktury ochronnej. W efekcie dochodzi do utrzy-
mywania sprzetu, ktéry mimo formalnej sprawnosci nie zapewnia juz efektywnej ochrony. Cho¢ poje-
dyncze realizacje modelu (niebieska linia) czasem schodza ponizej 50% juz po 60 miesigcach, §rednia

tendencja (linia trendu) wskazuje, ze poziom 50% zostaje przekroczony dopiero okoto 75-80 miesiaca
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(6,5-6,7 roku). Oznacza to, ze w rozwazanym scenariuszu typowy cykl wymiany CPPS krétszy niz 7 lat
bylby uzasadniony, jesli chcemy utrzymac efektywno$¢ powyzej potowy poczatkowe;.

Po trzecie, nieuwzglednianie kontekstu operacyjnego i sytuacyjnego moze skutkowac zastosowaniem
rozwigzan ochronnych niedostosowanych do charakterystyki chronionego obiektu. Na przyktad system
zaprojektowany z myS$la o ochronie magazynu moze nie by¢ skuteczny w przypadku obiektu wysokiego
ryzyka (np. infrastruktury energetycznej lub placéwki dyplomatycznej), jesli nie uwzgledniono uwarun-
kowan takich jak potencjalna aktywnos¢ przeciwnika, lokalizacja geograficzna czy otoczenie spoteczne.

Ponadto, brak automatyzacji i standaryzacji w zakresie detekcji oraz analizy danych skutkuje duzym
uzaleznieniem od indywidualnych ocen ekspertéw. Procesy te bywaja czasochtonne i kosztowne, a takze
trudne do powtdrzenia czy audytowania. W dluzszej perspektywie moze to prowadzi¢ do niespdjnych
decyzji oraz trudnosci w poréwnywaniu efektywnosci réznych rozwigzan ochronnych. Analiza poszcze-
gblnych sktadnikéw degradacji pokazuje wyraZne, nieréwne udzialy - starzenie si¢ stanowi najwickszy
udziat w skumulowanym spadku, podczas gdy kwartalne usprawnienia daja jedynie niewielka wartos$¢
regeneracji rzedu 1-2 pp na cykl, co jest niewystarczajace, by skompensowac skumulowane straty.

L.acznie, opisane niedoskonatosci zwickszajg ryzyko kompromitacji systemu ochrony, co moze pro-
wadzi¢ do incydentéw naruszajacych bezpieczefistwo ludzi, infrastruktury oraz danych. W kontekscie
rosngcej presji regulacyjnej oraz spotecznego zainteresowania odpornoscig na zagrozenia hybrydowe,
konieczne jest wypracowanie bardziej wiarygodnych, dynamicznych i kontekstowych metod oceny sku-

teczno$ci CPPS.

1.5. Identyfikacja luk badawczych

Glowne zidentyfikowane luki

Na podstawie przeprowadzonej analizy stanu wiedzy zidentyfikowaliSmy nastepujace kluczowe luki

badawcze:

1. Brak integracji cyber-fizycznej: Mimo rozpoznania problemu przez badaczy takich jak Clem i
Atkins [9], Porter [10] czy Depoy et al. [11], brakuje kompleksowych, praktycznych rozwigzan
integrujacych ocene cyberzagrozen z metodologiami oceny bezpieczeristwa fizycznego. Istniejace

propozycje sa czesto teoretyczne i nie uwzgledniajg ztoZzonosci rzeczywistych systemow.

2. Nieuwzglednienie degradacji w czasie: Istniejace metodologie zaktadajg stata efektywnos¢ sys-
temow, ignorujac rzeczywiste procesy degradacji wptywajace na skuteczno$¢ ochrony. Mimo ze
w dziedzinie inzynierii elektronicznej istnieja zaawansowane modele degradacji komponentéw

[16, 17], zaden z nich nie odnosi si¢ bezposrednio do degradacji ESS w kontekscie CPPS.

3. Ograniczenia w interpretacji kontekstu: Tradycyjne systemy komputerowej analizy obrazéow nie
radza sobie z dynamiczng interpretacjg symboli w diagramach technicznych, gdzie znaczenie za-
lezy od kontekstu lokalnego. Mimo postepu w dziedzinie DLA [35, 36], brakuje dedykowanych

rozwigzan dla diagraméw bezpieczefistwa.
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4. Brak automatyzacji kompleksowej oceny: Obecne podejScia wymagaja znacznej interwencji eks-
pertéw i nie zapewniajg zautomatyzowanych, skalowalnych rozwigzan. Mimo rozwoju inteligent-
nych systemdéw detekcji [37, 38], ich integracja z metodologiami oceny bezpieczefistwa pozostaje

ograniczona.
5. Fragmentaryczno$¢ podejsé: Istniejace rozwigzania adresuja pojedyncze aspekty problemu, bra-

kuje holistycznego, zintegrowanego procesu taczacego wszystkie wymiary oceny CPPS.

Uzasadnienie potrzeby nowych badan

Zidentyfikowane luki wskazuja na potrzebe opracowania nowych, zintegrowanych podejs¢ do oceny

CPPS. Szczegdlnie istotne jest:

Stworzenie metodologii taczacej aspekty cyber-fizyczne w jednej spdjnej metodologii oceny

Opracowanie modeli degradacji specyficznych dla systemdéw bezpieczeristwa elektronicznego

Wykorzystanie zaawansowanych technik AI/ML do automatyzacji proceséw interpretacji i oceny

Integracja r6znych Zrédet danych i kontekstu w dynamicznym systemie oceny

Integracja wskaznika degradacji S E; z metodag EASI pozwala na uzyskanie bardziej realistycznych i
konserwatywnych estymat prawdopodobieristwa przerwania ataku, obnizajac je o dodatkowe 15-25 punk-
tow procentowych juz po pigciu latach eksploatacji. Taka modyfikacja wydaje si¢ by¢ istotng dang z

punktu widzenia planowania budzetowego i zabezpieczenia ciggloSci dziatafi ochronnych.

1.6. Cel i zakres pracy

W odpowiedzi na zidentyfikowane wcze$niej ograniczenia klasycznych metod oceny systemoéw
ochrony, celem niniejszej rozprawy jest opracowanie zintegrowanego, opartego na danych modelu oceny
skutecznosci cyber-fizycznych systemdéw bezpieczefistwa (CPPS). Proponowany model uwzglednia dy-
namike degradacji komponentéw technicznych, rosnaca role zagrozeri cybernetycznych oraz wplyw kon-
tekstu operacyjnego, w ktérym funkcjonuje dany system.

Zatozeniem pracy jest, ze skuteczna ocena CPPS wymaga integracji trzech kluczowych obszaréw:
— degradacji komponentéw i infrastruktury ochronnej w czasie [6],

— wplywu zagrozer cybernetycznych na elementy fizyczne [41],

— specyfiki operacyjnej i kontekstualnej chronionego obiektu.

Postawiono tezg, ze klasyczne metody (np. EASI) sa niewystarczajace w dlugoterminowej ocenie sku-
teczno$ci CPPS, aich uzupelnienie o dane techniczne, degradacyjne i cybernetyczne prowadzi do bardziej

realistycznej i trafnej oceny ryzyka. Ponadto automatyzacja procesu detekcji elementéw infrastruktury
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oraz analizy $ciezek ataku z wykorzystaniem algorytméw heurystycznych umozliwia skalowalne zasto-
sowania w praktyce [42, 43].
Zakres pracy obejmuje:

1. Opracowanie probabilistycznego modelu degradacji CPPS oraz jego parametryzacje na podstawie

danych eksperckich i symulacyjnych.

2. Implementacje procesu COG umozliwiajgcego automatyczna interpretacje planoéw technicznych i

symboli zabezpieczen.
3. Zastosowanie algorytmu A* z kontekstowg funkcjg kosztu do oceny Sciezek ataku przeciwnika.

4. Integracje duzych modeli jezykowych (LLM) do analizy kontekstu operacyjnego i generowania

zrozumiatych raportéw ryzyka.

5. Walidacje modelu na rzeczywistych przypadkach testowych, z poréwnaniem skutecznosci podej-

$cia klasycznego i zintegrowanego.

Model wymaga kalibracji na danych z rzeczywistych instalacji CPPS, zwlaszcza w odniesieniu do
kwartalnych efektow konserwacji i czgstotliwosci krytycznych podatnosci. Dopiero wéwczas bedzie moz-
liwe opracowanie precyzyjnych, ekonomicznie zoptymalizowanych harmonograméw konserwacji i wy-
miany komponentéw. Jako naturalng kontynuacje tych badani proponujemy cztery gtéwne obszary roz-
woju:

Po pierwsze, w zakresie innowacji technologicznych warto zbada¢ wykorzystanie algorytméw Al
i Al do predykcji krytycznych momentéw degradacji, a takze eksperymenty z technologia blockchain
dla zapewnienia niezmiennosci i audytowalnosci danych pomiarowych. Integracja czujnikéw IoT nowej
generacji, takich jak urzadzenia akustyczne czy termowizyjne, pozwoli natomiast na wczesne wykrywanie
oznak zuzycia.

Po drugie, rekomendujemy opracowanie dynamicznych polityk i regulacji, ktére na biezaco aktu-
alizujg wymagania techniczne CPPS w oparciu o wskaZniki degradacji i ryzyka. Zasadnym wydaje si¢
réwniez rozwazenie wspotpracy migdzynarodowej nad ujednoliceniem progéw efektywnosci i cykli zy-
cia systeméw ochrony oraz analize wplywu lokalnych norm. Tego rodzaju podejScie mogtoby wzmocnié
sp6jnos¢ praktyk utrzymania i modernizacji.

Po trzecie, zasadne jest poglebienie badan nad strategiami organizacyjnymi. Wdrozenie kultury proak-
tywnej konserwacji wymaga zaréwno szkolein technicznych dla personelu, jak i wsparcia ze strony kadry
zarzadzajacej, a takze analiz migdzysektorowych, ktére wskaza najlepsze praktyki w branzach takich jak
finanse, energetyka czy transport.

Wreszcie, kluczowe znaczenie wydaja si¢ mie¢ badania dtugoterminowe. Wieloletnie gromadzenie
rzeczywistych danych eksploatacyjnych z instalacji CPPS, w tym pomiaréw efektywnosci po kazdej in-
terwencji serwisowej, oraz polaczenie ich z analizg ekonomiczng kosztéw konserwacji, modernizacji i
ryzyka awarii. Taka baza danych umozliwi precyzyjna kalibracje modelu w r6znych warunkach $rodo-
wiskowych (temperatura, wilgotno$¢, natezenie ruchu) i pozwoli na regionalizacje zalecent dotyczacych

utrzymania.
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1.7. Teza pracy

Teza pracy zostala sformulowana nastepujaco:
Mozliwe jest opracowanie zintegrowanego, probabilistycznego modelu oceny skutecznosci Cyber-
Fizycznych Systeméw Ochrony (CPPS), ktéry jednoczes$nie uwzgledniat bedzie: degradacje komponen-

tow technicznych w czasie, zagrozenia cybernetyczne oraz operacyjny kontekst funkcjonowania systemu.

1.8. Struktura rozprawy

W dalszej czgsci rozprawy:

Rozdzial 2 prezentuje przeglad metod oceny systemow bezpieczenstwa fizycznego oraz identyfikuje
kluczowe deficyty w istniejacych podejsciach, ze szczegélnym uwzglednieniem problematyki degrada-
cji systeméw w czasie. Rozdzial 3 omawia zastosowanie algorytméw komputerowej analizy obrazéw,
w szczegblnosci YOLO, do automatycznej detekcji elementéw infrastruktury budynkéw oraz ich post-
processingu w kontekscie analizy bezpieczefistwa. Rozdzial 4 przedstawia metodologi¢ generowania gra-
fow Sciezek ataku oraz heurystyczng oceng tych Sciezek z wykorzystaniem algorytméw przeszukiwania
graféw i analizy topologicznej. Rozdziatl 5 opisuje zastosowanie duzych modeli jezykowych (LLM) w
syntezie danych bezpieczeristwa oraz automatycznym generowaniu raportéw i rekomendacji. Rozdziat 6
przedstawia kompleksowg implementacje proponowanego podejscia w formie funkcjonalnego narzedzia
oraz przyktady jego zastosowania w rzeczywistych scenariuszach oceny systeméw bezpieczefistwa. Roz-
dziat 7 podsumowuje wnioski oraz analizuje ograniczenia i dalsze kierunki rozwoju proponowanego po-

dejscia.

1.9. Podsumowanie

Niniejsza praca przedstawia zintegrowane, oparte na danych podejScie do oceny skutecznosci
cyber-fizycznych systeméw ochrony (CPPS), taczace trzy komplementarne perspektywy: dynamike de-
gradacji elementéw technicznych, oddzialywanie zagrozen cybernetycznych na sktadowe fizyczne oraz
kontekst operacyjny i topologiczny chronionego obiektu. Rdzen rozwigzania stanowi probabilistyczny
model ujecia pieciu klas czynnikéw (starzenie komponentéw, wzrost kompetencji przeciwnika, postep
narzgdzi ataku, pojawianie si¢ podatnosci oraz efekty dziatar utrzymaniowych), rozszerzony o kompo-
nent cyber i sprze¢zony z oceng Sciezek ataku. Warstwa percepcyjna wykorzystuje kontekstowa analizg
planéw technicznych i detekcje obiektow (COG), warstwa decyzyjna uzywa graféw Sciezek ataku z heu-
rystyka A* oraz modyfikacje metody EASI o wskaZniki degradacji i element ryzyka pochodzacy z cyber-
przestrzeni, a calo$¢ dopetnia automatyzacja raportowania z uzyciem modeli jezykowych oraz otwarcie
na integracje z ekosystemem Iol/Digital Twin.

Symulacje Monte Carlo i studia przypadkéw pokazuja, ze wsp6lne modelowanie tych komponentéw
istotnie zmienia ocen¢ ryzyka: ujecie czynnikéw degradacyjnych i cybernetycznych obniza prognozo-
wang skuteczno$¢ detekcji o kilkana$cie—kilkadziesigt punktéw procentowych, a w analizowanym sce-

nariuszu Sredni poziom efektywnoSci CPPS spada ponizej 50% po 6,5-7 latach eksploatacji. Wyniki te
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uzasadniajg odejscie od statycznych harmonograméw na rzecz dynamicznego, kontekstowego zarzadza-
nia cyklem zycia systemOw oraz stanowig podstawe do wdrozenia prototypu i jego kalibracji na danych

rzeczywistych.
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2. Zasady oceny systemow bezpieczenstwa fizycznego i ziden-

tyfikowane deficyty

Jak wyjasniono w poprzednim rozdziale, wsp6lczesne systemy ochrony fizycznej (PPS) stoja przed
fundamentalnymi wyzwaniami wynikajagcymi z cyfryzacji infrastruktury (ICT), postepujacej degradaciji
komponentéw elektronicznych oraz rosnacej ztozonoSci zagrozen o charakterze hybrydowym. Klasyczne
metodologie oceny, cho¢ stanowity przez dekady solidny fundament zarzgdzania bezpieczefistwem, nie
nadazaja za tymi zmianami.

Niniejszy rozdzial koncentruje si¢ na praktycznych aspektach oceny systeméw bezpieczenstwa.
Przedstawia krétkie przypomnienie klasycznej metodologii EASI jako punktu wyjscia, precyzyjnie iden-
tyfikuje jej kluczowe deficyty w konteksScie wspdtczesnych zagrozen, a nastgpnie szczegétowo opisuje
autorskie rozwigzania adresujace te luki: rozszerzenie EASI o komponent cyberodpornosci (CR) oraz
model probabilistyczny degradacji systeméw. Rozdzial koficzy si¢ zapowiedzig rozwigzan automatyzu-

jacych proces oceny, ktére zostang szczegélowo oméwione w kolejnych czesciach rozprawy.

2.1. Metodologia EASI - przypomnienie

EASI (Estimated Adversary Sequence Interruption) wprowadzona przez Bennetta w 1977 roku [8]
pozostaje de facto standardem oceny skuteczno$ci PPS. Model definiuje prawdopodobiefistwo przerwania
ataku P(I) jako:

n i—1
P(I) = (Pp1) - (Po1) - (P(RIAL) + > [(P(R|A)) - (Pes) - (Poi) - [ (1 = (Ppy))
=2 j=1

gdzie:

— Pp; - prawdopodobieristwo detekcji podczas i-tej akcji przeciwnika

— Pg; - prawdopodobienistwo skutecznej komunikacji z sitami reagowania

— P(R|A;) - warunkowe prawdopodobieristwo skutecznej odpowiedzi si reagowania
EASI opiera si¢ na trzech fundamentalnych zatozeniach:

1. Przeciwnik dziata wytacznie fizycznie
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2. Skuteczno$¢ komponentéw pozostaje stata w czasie

3. Analiza wymaga recznego modelowania Sciezek ataku

Te zatozenia, cho¢ uzasadnione w latach 70., dzi$ stanowig gtéwne ograniczenia metodologii.

2.2. Zidentyfikowane deficyty klasycznych podejs¢

Brak uwzglednienia zagrozen cybernetycznych

Wspétczesne PPS wykorzystuja rozbudowane sieci ICT do sterowania detekcja, komunikacija i reak-

cja. Kazdy cyfrowy komponent moze sta¢ si¢ celem cyberataku, ktéry moze:

Wylaczy¢ system detekcji

Zablokowa¢ komunikacje

Zafalszowac dane z czujnikéw

Otworzy¢ elektronicznie sterowane zamki

Znaczacy wplyw zagrozen cybernetycznych na skuteczno$¢ systemdéw ochrony fizycznej ilustruje

rysunek 2.1. Por6wnanie przedstawia ocene tej samej Sciezki ataku przy uzyciu klasycznej metodologii

EASI oraz zmodyfikowanej wersji uwzgledniajacej cyber-odpornos¢ elementéw systemu.

Cyber
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10%

w
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impact od detection only

ility of

Sequence

89,88%
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Sequence

Cyber-attack on PPS
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Rysunek 2.1: Poréwnanie oceny skutecznoSci PPS metoda EASI: klasycznej (89,88% prawdopodobien-

stwa przerwania ataku) z uwzglednieniem cyberodpornosci (1,63% prawdopodobieristwa przerwania

ataku). Tabela pokazuje wplyw redukcji cyber-skutecznosci elementéw PPS (kolumna “Cybersec. Ef-

fectiveness of PPS element”) na ogélne prawdopodobieristwo detekcji i koicowy wynik oceny. Zrédto:

opracowanie wlasne na podstawie [41].

Analiza przedstawiona na rysunku 2.1 wskazuje na istotng réznic¢ w ocenie skutecznosci systemu po-

miedzy podejsciem klasycznym (89,88%) a uwzgledniajacym zagrozenia cybernetyczne (1,63%). Roz-

nica ta wynika z modelowanej redukcji cyber-skutecznosci poszczegdlnych elementéw ESS do 10% war-

toSci nominalnych w wyniku potencjalnych atakéw na infrastrukture ICT.
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W przedstawionym scenariuszu kazdy element systemu detekcji podlega potencjalnemu kompromi-
towaniu cybernetycznemu, co prowadzi do kumulatywnego efektu obnizenia skuteczno$ci calego sys-
temu ochrony. Wyniki te podkreslaja konieczno$¢ opracowania metodologii oceny, ktére systematycznie
uwzgledniajg zardwno zagrozenia fizyczne, jak i cybernetyczne w ramach zunifikowanego podej$cia ana-
litycznego. Propozycja takiej metodologii zostanie przedstawiona w dalszej czeSci niniejszej rozprawy.

Klasyczny EASI nie przewiduje takich scenariuszy, co prowadzi do dramatycznego przeszacowania

skutecznos$ci systemu [41].

Brak uwzglednienia degradacji

Modele takie jak EASI przyjmuja skuteczno$¢ komponentéw jako stata, ignorujac:

Degradacje fizyczng komponentéw (starzenie elektroniki, korozja)

Degradacje oprogramowania (brak aktualizacji, akumulacja btedow)

— Degradacje proceduralng (rutynizacja, erozja procedur)

Degradacje wzgledem ewoluujacego zagrozenia (nowe techniki ataku)

Wplyw czynnika degradacji na ocene skutecznosci systemow ochrony fizycznej ilustruja rysunki 2.2 i
2.3. Poréwnanie przedstawia oceng¢ tej samej Sciezki ataku metodg EASI w scenariuszu czysto fizycznym,
z uwzglednieniem i bez uwzglednienia degradacji komponentéw systemu.

Analiza poréwnawcza przedstawiona na rysunkach 2.2 i 2.3 wskazuje na redukcje ocenianej sku-
tecznosci systemu z 88,64% do 76,19% wylacznie w wyniku uwzglednienia degradacji zwigzanej z wie-
kiem poszczeg6lnych komponentéw. W drugim scenariuszu uwzgledniono zréznicowany wiek elemen-
tow ESS: czujnik §wiattowodowy (3 lata), kamery CCTV (7 lat), kontaktrony drzwiowe (5 lat), detektory
PIR (8 lat) oraz kamery CCTV w funkcji sabotazu (7 lat).

Roéznica 12,45 punktu procentowego miedzy obiema ocenami ilustruje istotno$¢ uwzglednienia czyn-
nikéw degradacyjnych w procesie oceny skutecznos$ci PPS. Wyniki te wskazuja, ze tradycyjne podejScia
moga prowadzi¢ do przeszacowania rzeczywistej skutecznos$ci systemow eksploatowanych przez dtuzszy
okres, co ma bezposrednie implikacje dla planowania konserwacji i modernizacji infrastruktury ochron-
nej. Szczegétowy model degradacji zastosowany w niniejszej analizie zostanie przedstawiony w dalszej
czesci rozprawy.

Badania pokazuja spadek efektywnosci systeméw nawet o 50% w ciggu 6-8 lat [6].

Re¢czny charakter analiz

Klasyczne metody wymagaja recznego modelowania sekwencji ataku, co skutkuje:
— Czasochfonnoscig (40-80 godzin dla Sredniego obiektu)
— Podatnoscig na btedy eksperckie

— Brakiem skalowalnosci
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Mean time

(Physical attack)

Response of Force Time
Relaybility | response o
dev. (sec.)
(sec.)
0,95 250 90
. Detection
Task #: Aj\:l::;i;sk P:f{:;::;?;l;t]y Location ::;:: sdev Normal values cum PI

(B/M/E)
1 cut fence 90% B 90 3 0,950385092| 0,8125793
2 run 90% B 12 3,6 0,784149763| 0,0670448
3 open a door 90% B a0 27 0,749086947| 0,0064047
4 run 90% B 10 3 0,421259148| 0,0003602
5 open a door 90% B 100 27 0,382797242| 3,273E-05
6 |sabotage of the asset 90% B 120 36 0,089938638 7,69E-07
7 0% 0 0 0 0,002736602 0
8 0% 0 0 0 0,002736602 0
9 0% 0 0 0 0,002736602 0
10 0% 0 0 o[ 0,002736602 0
11 0% 0 0 0 0,002736602 0
12 0% 0 0 0 0,002736602 0

Probability of
interuption 0,8364

Rysunek 2.2: Ocena skutecznosci PPS metoda EASI dla czysto fizycznego wektora ataku bez uwzglednie-

nia degradacji komponentéw. Tabela przedstawia nominalne prawdopodobienistwa detekcji (Pd = 90%)

dla wszystkich elementéw systemu, skutkujac prawdopodobieristwem przerwania ataku na poziomie

88,64%. Zrédlo: opracowanie wiasne na podstawie [6].
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Mean time -
Force Time
Response of
Relaybili response CENLET
v P dev. (sec.)
(sec.)
0,95 250 90
M_ean of Probability of T
estimated ) Pd (probability .
. . detection on . Detection
Adversary task Detection Age of | efectivenes of detection on . mean
Task #: e the Location sdev Normal values cum PI
description Element/s system from . . the day of delay
. installation ! (B/M/E)
degradation evaluation)
day
model
1 cut fence Fiber-optic sensor 3 70% 90% 63% B 90 3 0,950385092| 0,5688055
2 run CCTV camera 7 30% 90% 27% B 12 3,6 0,784149763| 0,0744197
3 open a door Door contact 5 50% 90% 45% B 20 27 0,749086947| 0,08643954
4 run PIR Detector 8 20% 90% 18% B 10 3 0,421259148| 0,0107012
5 |open a door Door contact 5 50% 90% 45% B 100 27 0,382797242| 0,0199345
6 e of the asset |CCTV camera 7 30% 90% 27% B 120 36 0, 0,0015456
7 0% 0 0 0 0,002736602 0
0% 0 0 0,002736602 0
9 0% 0 0 0 0,002736602 0
10 0% 1] 0 0 0,002736602 0
11 0% 1] 0 0 0,002736602 1)
12 0% 0 0 0 0,002736602 0
Probability of
interuption 0,7519
(Physical attack)

Rysunek 2.3: Ocena skutecznosci PPS metoda EASI z uwzglednieniem degradacji komponentéw w cza-
sie eksploatacji. Kolumna “Age of system” okresla wiek poszczegdlnych elementéw, a kolumna “Mean of
estimated effectiveness from degradation model” pokazuje efektywnoS$¢ po uwzglednieniu procesu sta-
rzenia. Koficowe prawdopodobiefistwo przerwania ataku wynosi 76,19%. Zrédlo: opracowanie wlasne na

podstawie [6].

— StatycznoScia analiz

Ilustracja tego problemu jest przedstawiony na rysunku 2.4 przyktad pojedynczej §ciezki ataku, opra-
cowanej w ramach badafi nad oceng cyberodpornosci systeméw ochrony fizycznej [41]. Proces utworzenia
tej Sciezki wymagal szczegétowej analizy eksperckiej uwzgledniajacej nie tylko topologie budynku, lecz
réwniez precyzyjne mapowanie wszystkich elementow ESS oraz ich wzajemnych relacji przestrzennych.

Analiza przedstawiona na rysunku 2.4 obejmuje jedng z wielu mozliwych Sciezek infiltracji. W rze-
czywistosci, nawet dla tego stosunkowo prostego obiektu, liczba potencjalnych wariantéw Sciezek ataku
moze siggaé dziesigtek tysiecy kombinacji, co czyni wyczerpujaca analiz¢ manualng praktycznie nie-
wykonalng w akceptowalnym czasie i przy rozsadnych kosztach. Kazda zmiana w konfiguracji systemu,
wprowadzenie nowych elementéw zabezpieczen lub modyfikacja ukiadu architektonicznego wymaga po-
nownej, czasochlonnej analizy eksperckiej.

Dodatkowo, rgczne podejscie charakteryzuje sie¢ wysoka wrazliwoscia na czynnik ludzki - r6zni eks-
perci moga identyfikowa¢ odmienne Sciezki jako krytyczne, co wprowadza element subiektywnosci do
procesu oceny. Problem ten jest szczegdlnie istotny w kontekscie infrastruktury krytycznej, gdzie sp6j-
nos¢ i powtarzalno$¢ analiz bezpieczenistwa majg kluczowe znaczenie dla zapewnienia odpowiedniego

poziomu ochrony.

Koncepcja rozszerzenia

W odpowiedzi na luke zwigzang z brakiem uwzglednienia cyberzagrozen, zaproponowaliSmy prak-

tyczna modyfikacje modelu EASI polegajaca na wprowadzeniu wspétczynnika cyberodpornosci (CR) dla
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Legend: - Card Reader -\ GBD — Glass Break Detector
EZ3  Vibration Sensor
[ comviiced camers “' PIR—Passive InfraRed = BMS - Balanced Magnetic Switch %
———————————— [:F———n_-}———————————i::r.

Rysunek 2.4: Przyktad recznie utworzonej pojedynczej Sciezki ataku na chroniony obiekt. Czerwona li-
nia przedstawia tras¢ przeciwnika od punktu wejscia na teren (SP - Site Perimeter) przez kolejne strefy
ochrony: Distance 1 (D1), Building Perimeter (BP), Inner Perimeter (IP) do docelowego pomieszczenia
(DR - Destination Room). Plan ilustruje rozmieszczenie elementéw ESS: kamery CCTV (z6tte prosto-
katy), detektory tluczenia szkta GBD (niebieskie prostokaty), czujniki ruchu PIR (czerwone strzatki),

czujniki wibracji oraz przeltaczniki magnetyczne BMS. Zrédto: opracowanie wlasne na podstawie [41].
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kazdego cyfrowego komponentu systemu [41].

Modyfikacja polega na skorygowaniu prawdopodobienistwa detekcji:

Ppi, .. = Ppi- CR;
gdzie:
- Ppi,,,., - skorygowane prawdopodobienstwo detekcji z uwzglgdnieniem cyberzagrozen
— Pp; - nominalne prawdopodobieristwo detekcji (przy zatozeniu braku cyberatakéw)
— CR; - wsp6lczynnik CR i-tego komponentu (wartosé¢ od 0 do 1)

Fizyczne Systemy Ochrony (PPS) stanowia obowigzkowy element strategii ochrony narodowej infra-
struktury krytycznej. Sg one réwniez powszechnie stosowane w wielu innych sektorach, w tym na rynku
bankowym. Wickszo§¢ publikacji koncentrujacych si¢ na PPS odnosi si¢ jednak do elektrowni jadrowych.
Wydaje sie oczywiste, ze organizacja wydajaca Srodki na wdrozenie PPS jest zainteresowana racjonalnym
wykorzystaniem przydzielonego budzetu oraz skutecznoscia zainstalowanego rozwigzania.

Problem polega na tym, ze EASI (wprowadzona w 1977 roku przez Bennetta) nie uwzglednia cy-
berataku jako czgsci ataku fizycznego, podczas gdy obecnie stosowane PPS czesto wykorzystuja sieci
technologii informacyjno-komunikacyjnych (ICT). ICT daly nowe mozliwosci w zakresie funkcjonalno-
Sci i skuteczno$ci PPS, ale jednocze$nie otworzyly je na nowe zagrozenia. Prowadzi to do wniosku, ze
jesli jakakolwiek czed¢ funkcjonalnosci PPS moze zostaé przejeta lub zakidcona przez cyberprzestrzen,
moze to znaczaco wplynaé na wyniki kazdej ,klasycznej” (wykorzystujacej EASI) metody oceny. W
zwiazku z tym system oceniany jako skuteczny moze nie by¢ tak skuteczny, jak moglibySmy oczekiwac.

EASTI jako taka sprawdza prawdopodobieristwo zatrzymania przeciwnika przez sity reagowania, bio-
rac pod uwage elementy takie jak prawdopodobienistwo wykrycia, czas opdZnienia (czas potrzebny na
pokonanie bariery/warstwy ochronnej i odleglo$¢ miedzy nimi), czas reakcji i niezawodno§¢ komunika-
cji, aby obliczy¢ prawdopodobienistwo przerwania (P;). Najwicksza zaletg jest jej prostota. Jednak pier-
wotnie jest przeznaczona do oceny wybranej §ciezki przeciwnika, przy zatozeniu, ze przeciwnik dziata
wylacznie fizycznie.

Znaczenie czynnika cybernetycznego zostalo zauwazone przez specjalistow ds. bezpieczeristwa fi-
zycznego. Jednak prawdopodobnie ze wzgledu na specjalizacje réznych dyscyplin bezpieczeristwa, wy-
daje sig, ze istnieje tendencja do utrzymywania go na bardzo wysokim poziomie ogélnosci i podjeto bar-
dzo niewiele prob jego sformalizowania. Autorzy publikacji takich jak ,Investigation of Cyber-Enabled
Physical Attack Scenarios"[9] oraz ,,Physical Protection Systems and Cyber Security Component"[10]
réwniez doszli do wniosku, zZe interesariusze PPS nie posiadajg niezbednej wiedzy zwigzanej z cyberata-
kami na PPS oraz ze wymagana jest wspotpraca mi¢dzy bezpieczeristwem fizycznym a cybernetycznym.
Oba wnioski zostaly sformutowane w 2015 roku i wydaje si¢, ze niewiele si¢ w tym zakresie zmienito.
Stosunkowo cze¢sto mozemy znaleZ¢ specjalistow PPS podnoszacych temat znaczenia cyberbezpieczen-

stwa dla PPS, ale niewiele szczegétowych informacji na temat tego, jak nim zarzadzac.
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Okreslanie wspétczynnika cyberodpornosci

Ciekawa i obiecujaca ide¢ oceny skutecznoSci PPS z uwzglednieniem cyberatakow wprowadzit J. De-
poy i wspétautorzy [11]. Zgodnie z ich propozycja, potaczenie EASI z BATLE (Brief Adversary Threat
Loss Estimator) [44] powinno by¢ wykorzystywane do oceny skutecznosci PPS przeciwko atakowi fizycz-
nemu. Jednak w przypadku ataku fizycznego wspomaganego cybernetycznie, ogélna skuteczno$¢ PPS
PE,, powinna by¢ obliczana jako kombinacja prawdopodobieristwa sukcesu ataku fizycznego (1—PE,,.)

i prawdopodobieiistwa sukcesu cyberataku (1 — PE.). Ponizsze réwnanie to przedstawia:

PEy, =1—(1—PE,)-(1— PE,,)

Autorzy stusznie zauwazyli, ze wydajnos$¢ elementéw sterowanych cybernetycznie PPS wynosi zero,
jesli zostang one pokonane przez cyberprzestrzen. Jednak przyktad, ktéry przedstawili, koncentruje si¢ na
zmniejszeniu czasu opdéZnienia (czasu potrzebnego na pokonanie elementu ochronnego) do zera, podczas
gdy réwnie wazny, jesli nie wazniejszy, jest wplyw na wspéiczynnik detekcji w EASI. Innymi stowy, jesli
funkcja detekcji PPS zostanie wylaczona przez cyberatak, czas opéZnienia moze nie by¢ tak wazny, jak
fakt, ze czas reakcji nie zacznie by¢ liczony.

Podobne podejscie przedstawili Snell i Rivers [12]. Nawet réwnanie wyglada podobnie do przedsta-

wionego przez J. Depoy’a i wspétautoréw, wiec skutecznos$¢ systemu bytaby obliczana nastepujaco:

PEroq =1— (1= PDS) - (1 — PEO)

W tym przypadku PDS to prawdopodobieristwo detekcji, a PEO to zaktadana ocena sukcesu do-
wolnego ataku fizycznego i cybernetycznego. Giéwna réznica w poréwnaniu z wecze$niej wspomniang
propozycja polega na tym, ze tutaj autorzy wykorzystali ASD (adversary sequence diagram) i DBT (De-
sign Basis Threat) [45]. Oznacza to, ze ich podejScie jest bardziej oparte na scenariuszach i uwzglednia
zestaw potencjalnych Sciezek przeciwnika zamiast jednej. Jednak ich propozycja jest bardziej kierunkiem
niz kompletng metodologia i w wigkszoSci opiera si¢ na wiedzy eksperckiej.

Nowsze prace, takie jak autorstwa Guo, Yan i Wang [13], nadal pokazuja znaczenie cyberbezpie-
czenistwa dla PPS. Jednak koncentrujg si¢ bardziej na ryzyku niz na metodach oceny skutecznosci PPS
w kontekscie atakéw wspomaganych cybernetycznie. Podobnie Bowen i wspdtautorzy [14] podkreslili
wazng role PPS i wykorzystali nowoczesne narzgdzia do modelowania i wizualizacji Sciezki przeciw-
nika. Jednak w ich podejSciu brakuje czynnika potencjalnego cyberataku na infrastrukture bezpieczen-
stwa fizycznego. ROwniez Andiwijayakusuma i wspétautorzy [15] szukaja poprawy EASI w odniesieniu
do analizy wielosciezkowej bez uwzglednienia czynnika cybernetycznego w swojej metodzie.

Ze wzgledu na powyzsze uwazamy, ze stosunkowo duza luka w cyberbezpieczeristwie w ocenie sku-

teczno$ci PPS nadal wymaga wypelnienia.

Przyklad zastosowania

Zgodnie z wytycznymi Mary Lynn Garcia [7], nalezato stworzy¢ ,.sekwencje dziatan przeciw-

nika"(ang. AAS - Adversary Actions Sequence) i wybrac Sciezke fizyczna odpowiadajaca ASS. W nastep-
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nym kroku ASS i Sciezka powinny zosta¢ zwizualizowane. Aby wykona¢ to zadanie, nalezato narysowac
ASS na planie hipotetycznego obiektu.
W nastepnym kroku narzedzie oparte na Excelu musiato zostaé¢ wypetnione zebranymi informacjami,

takimi jak:

Krok sekwencji dziatan przeciwnika

Prawdopodobieristwo detekcji dla kazdego elementu detekcji

Srednia i odchylenie standardowe czasu kazdego zadania

— Typ detekcji (przed (B), w §rodku (M) lub na koricu (E) op6Znienia)

Niezawodno§¢ komunikacji

W wyniku EASI zwrécito prawdopodobiefistwo przerwania sekwencji przeciwnika przez sily reago-

wania.

Nowe podejscie - kierunek i heurystyka

Bazujac na fakcie, ze zaréwno J. Depoy i wspoétautorzy [11], jak i Snell i Rivers [12] mieli w pew-
nym momencie racje w swoich podejSciach, doszliSmy do wniosku, ze jako ,tatwa poprawke"mozemy
wykorzysta¢ nastepujace wyniki naszej wstepnej analizy:

Poziom cyberodpornosci komponentéw PPS moze si¢ rézni¢. Dla naszych celéw, na podstawie do-

Swiadczenia, wstepnie arbitralnie przyjeliSmy trzy poziomy ,,skutecznos$ci cyberbezpieczenstwa:
— 1 - Wysoki réwny 99%
— 2 - Umiarkowany réwny 50%
— 3 - Niski réwny 10%

Cyberatak moze mie¢ negatywny wpltyw na skutecznos$¢ detekcji detektoréw, na czas op6zZnienia
barier fizycznych lub na oba te elementy. Cyberatak moze mie¢ negatywny wptyw na niezawodno$¢ sit
reagowania.

Biorac pod uwage powyzsze, zmodyfikowaliSmy narzgdzie EASI oparte na Excelu. W zmodyfikowa-
nej wersji catkowite prawdopodobienistwo detekcji kroku przeciwnika jest obliczane jako iloczyn praw-

dopodobieristwa detekcji i skutecznos$ci cyberbezpieczefistwa elementéw PPS:

PDT:Pd'Pce

Czas opdZnienia (jesli wplywa na niego potencjalny cyberatak) jest redukowany do stalej wartosci
dziesigciu sekund w przypadku ,,niskiego"poziomu skutecznosci cyberbezpieczeristwa. W przypadku
,umiarkowanej"skutecznoSci cyberbezpieczefistwa czas opdZnienia jest redukowany o 50% jego pierwot-
nej wartosci i o 1% dla skuteczno$ci ocenianej jako ,,wysoki'"poziom. WybraliSmy czas dziesieciu sekund

ze wzgledu na zatozenie, ze nawet jeSli element sterowany cybernetycznie zostanie zdalnie przejety, czas
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pokonania okreslonej bariery nigdy nie zostanie zredukowany do zera. Na przyktad, jesli przeciwnik musi
przejs¢ przez drzwi z elektronicznym zamkiem sterowanym cybernetycznie, aby je otworzy¢, bedzie mu-
sial albo sam potaczy€ sie z systemem, albo skontaktowaé si¢ z kims, kto otworzy je dla niego. Tak czy
inaczej, zajmie to troch¢ czasu i bez watpienia nie bedzie to zero. Czas dziesigciu sekund wydaje si¢ roz-
sadny, aby pokry¢ dobrze zaprojektowane kroki wymagane do otwarcia i przejscia przez barier¢ sterowang
cybernetycznie.

WypehiliSmy zmodyfikowane narzedzie i w rezultacie otrzymaliSmy potwierdzenie naszego wstep-
nego zalozenia, ze wynik oceny skuteczno$ci PPS bez uwzglednienia dziatan przeciwnika z cyberprze-
strzeni moze by¢ doskonaty. Jednoczes$nie, jesli cyberatak jest uwzgledniony, koficowa ocena moze byé
znaczaco rézna. W naszym przypadku ocena uwzgledniajgca wylacznie fizyczne zadania przeciwnika
osiggneta wynik 89,88% prawdopodobieristwa, ze Sciezka przeciwnika zostanie zaktdcona, i tylko 1,63%
prawdopodobieristwa w przypadku uwzglednienia cyberataku na PPS jako czgéci ataku fizycznego.

Zmodyfikowali$my oryginalng formute EASI, uwzgledniajac wplyw cyberbezpieczenstwa na praw-
dopodobieristwo detekcji (réwnanie 2.2) i czas opdZnienia. Czas opéZnienia w konsekwencji wplywa na
prawdopodobienistwo przybycia sit reagowania na miejsce zdarzenia przed zakoficzeniem sekwencji prze-
ciwnika P(R|A). W ten spos6b kumulatywne prawdopodobieristwo przerwania przeciwnika (P (1)) jest

obliczane nast¢pujaco:

P(I) = (Ppr) - (Pe1) - (P(R|A1)) + Y | (P(R|A)) - (Pei) - (Por) - H (1 - (Pprj))
1=2 7j=1

gdzie: Ppr; to prawdopodobienstwo detekcji podczas i-tej akcji przeciwnika, ktéra musi by¢ pod-
jeta na i miedzy warstwami bezpieczeristwa, obliczane zgodnie z réwnaniem (2.2); Pc; to prawdopodo-
bieristwo komunikacji z sitami reagowania; P(R|A;) to warunkowe prawdopodobieristwo przybycia sit
reagowania i jest réwne P(X > 0), gdzie X jest réwne pozostalemu czasowi (T'R) minus pozostaly czas
reakcji (RTF).

Wyniki analizy

Przeprowadzona analiza hipotetycznej Sciezki ataku wykazala dramatyczng réznice migdzy oceng
klasyczng a oceng uwzgledniajaca cyberzagrozenia. Dla analizowanego przypadku przyjeto nastepujace
zatozenia:

Wyniki pokazuja, ze klasyczna ocena EASI wskazywata prawdopodobieistwo przerwania ataku na
poziomie 89,88%, podczas gdy po uwzglednieniu wspotczynnikéw cyberodpornosci wartos$¢ ta spadta
do zaledwie 1,63%.

Poprawa EASI poprzez dodanie aspektu cyberbezpieczeristwa do gtéwnej formuly pozwolita nam
znalez¢ ten etap jako dobry punkt wyjscia do rozwigzania niektérych innych wyzwan zwigzanych z EASI.
Pierwszym z nich jest dobrze znany fakt, ze EASI sprawdza pojedyncza Sciezke. Zostalo to czeSciowo
rozwigzane w przeszlosci przez niektére inne metodologie (np. [15]) oceny PPS. Jednak procesy two-

rzenia sekwencji przeciwnika i wyboru $ciezki przeciwnika sg nadal reczne lub pétautomatyczne. Oba
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Element P;  Poziom CR (cyberodpornosci) P,
Ogrodzenie zewngtrzne 90% - 100%
Czujniki ruchu 90% Umiarkowany 50%
Kamery CCTV 90% Niski 10%
Kontrola dostgpu (czytniki RFID)  90% Niski 10%
Czujniki otwarcia 90% Umiarkowany 50%
System alarmowy 90% Niski 10%

Tabela 2.1: Parametry elementéw PPS w analizowanej §ciezce ataku

procesy sg zwykle prowadzone przez ekspertéw, wigc istnieje ryzyko, ze niektére podatne $ciezki moga
zosta¢ pominicte.

Uwazamy, ze mozemy wykorzysta¢ wczesniej opisang formufe (2.2) i sprawdzi¢ wszystkie mozliwe
$ciezki przeciwnika w polaczeniu z algorytmami przeszukiwania graféw i wyszukiwania Sciezek. Jeste-
$my nadal we wczesnej fazie testowania, ale na tym etapie znaleZliSmy nastepujaca (podzielong na kroki)

metode jako obiecujaca:

1. Dodanie weztéw do rysunku obiektu zawierajacego elementy PPS. Wezty powinny reprezentowaé
wszystkie potencjalnie atakowane bariery fizyczne. W przypadku barier takich jak Sciany, ogro-
dzenia itp. powinny by¢ one podzielone na kilka weztéw w zaleznoSci od rozmiaru i lokalizacji

konkretnej czgsci bariery.

2. Wykorzystujac wczeSniej utworzone wezly, stworzenie grafu wszystkich potencjalnych Sciezek

przeciwnika.

3. Okreslenie lub obliczenie (w zaleznoSci od typu parametru) wartoSci parametréw dla kazdego we-

zta i krawedzi. Poczatkowo powinny to by¢ parametry takie jak:

— Prawdopodobieinistwo detekcji Py

Skutecznos¢ cyberbezpieczenstwa elementéw PPS P,

— Czas op6znienia T}

Pozostaly czas reakcji do okreslonego punktu na grafie 7.,

4. Uzycie funkcji heurystycznej f(Py, Pee, Tar, Tyr) i jednego z algorytméw przeszukiwania graféw

i wyszukiwania Sciezek do przewidywania Sciezek, ktore sg najbardziej podatne.
5. Sprawdzenie, czy istniejg wezly wspdlne dla obliczonych podatnych Sciezek.

6. Wzmocnienie odkrytych stabych punktéw, az prawdopodobieristwo skutecznej interwencji sif re-

agowania spetni oczekiwania organizacji.
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Whioski z rozszerzenia

W wyniku naszej pracy zaproponowaliSmy modyfikacje¢ podejscia EASI do oceny Fizycznych Sys-
temow Ochrony. Proponowana metoda obejmuje potencjalne zagrozenia wykorzystujace cyberatak prze-
ciwko komponentom PPS jako czes$¢ ataku fizycznego. UdowodniliSmy, ze cyberataki moga znaczaco
zmniejszy¢ wynik standardowej oceny EASI PPS.

ZaproponowaliSmy réwniez kierunek dalszego rozwoju bardziej kompleksowego podejsScia wykorzy-
stujacego funkcje heurystyczng i algorytmy przeszukiwania graféw i wyszukiwania Sciezek. Na obecnym
etapie nadal szukamy najbardziej efektywnej funkcji heurystycznej. Jednak juz zmodyfikowana formuta
EASI daje obiecujace wyniki.

Innym aspektem wymagajacym dalszych badan jest skuteczno$¢ mechanizméw cyberbezpieczeristwa
chroniacych elementy PPS. Jak wyjasniono, podzieliliSmy ja na trzy poziomy (wysoki, umiarkowany i
niski) jako podejscie poczatkowe. Ten podziat jest konsekwencja wstepnych wynikéw testow penetracyj-
nych, ktére przeprowadzamy w ramach innych badan bedacych w toku.

Kluczowym wnioskiem jest to, ze organizacje opierajace si¢ wylacznie na tradycyjnych metodach
oceny moga funkcjonowaé w falszywym poczuciu bezpieczefistwa. Réznica wynoszaca ponad 88 punk-
téw procentowych miedzy ocena klasyczng a oceng uwzgledniajaca cyberzagrozenia jednoznacznie wska-
zuje na konieczno$¢ uwzglednienia tego aspektu w kazdej rzetelnej ocenie skutecznoSci PPS. Wprowa-
dzenie wspdiczynnika cyberodpornosci (CR) do klasycznej metodologii EASI stanowi niezbedne do-
stosowanie do realiéw wspoétczesnych systemOw ochrony fizycznej, gdzie praktycznie kazdy komponent

zawiera elementy cyfrowe podatne na ataki z cyberprzestrzeni.

2.3. Model probabilistyczny degradacji systeméw elektronicznych

Koncepcja modelu degradacji

Jak juz podkreslano, brak uwzglednienia procesu degradacji elementéw systemu jest kolejng istotng
luka w aktualnych metodologiach oceny skutecznos$ci PPS. Klasyczne podejScia, takie jak EASI, zakta-
daja statg skuteczno$¢ komponentéw w czasie, co jest zalozeniem dalekim od rzeczywistoSci operacyjnej
systemOw bezpieczeristwa [6].

W kontekscie Cyber-Fizycznych Systeméw Ochrony (CPPS) degradacje definiujemy jako negatywne
zmiany w skutecznos$ci elementéw, wynikajace z eksploatacji (np. obnizanie parametréw wraz z wiekiem)
oraz zmian Srodowiskowych (np. pojawienie si¢ nowych narzgdzi ataku). Jako ilustracje problemu mozna
przytoczy¢ przyktad ochrony bankéw, gdzie ryzyko napadu znaczaco spadio, a wzrosto ryzyko atakow na
bankomaty (ATM). Historycznie dominowaly ataki fizyczne (kradziez kluczy, wiercenie, kradziez kaset z
pieniedzmi). Natomiast wspétczesnie, z uwagi na zmian¢ w wiedzy i Swiadomosci ryzyka u przeciwnika,
w obszarze fizycznym dominujg ataki z uzyciem Srodkéw wybuchowych (przewaznie gaz ziemny) oraz
ataki cyber-fizyczne, co znaczaco zwigkszylto ryzyko i koszty zabezpieczen, ktére nalezy dostosowac do
zmiany trendu w materializacji ryzyk.

Model probabilistyczny degradacji CPPS zostat opracowany w celu kwantyfikacji wplywu pigciu

kluczowych czynnikéw wptywajacych na efektywnos¢ systeméw w czasie:
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1. AG (Aging) - starzenie si¢ komponentéw

2. KG (Knowledge Growth) - wzrost wiedzy i umiejetnosci przeciwnika
3. TI (Technology Improvement) - postep technologiczny narzedzi ataku
4. VI (Vulnerability Introduction) - pojawianie si¢ nowych podatnos$ci

5. IE (Improvement Effects) - efekty dzialan konserwacyjnych

Formalizacja matematyczna modelu

Efektywnos¢ systemu w miesigcu ¢ definiowana jest jako:

SE; = max(100 — X;,0)

gdzie X; to skumulowany wptyw degradacyjny obliczany jako:

i
Xi=) (AG; + KG;+TI; + VI; — IE;)
j=1

Zastosowanie funkcji max () w modelu SE; = max (100 — X;, 0) zapewnia, ze efektywnos¢ systemu
nigdy nie przyjmuje wartosci ujemnych. Formalnie interpretujemy S E; = 0 jako calkowitg utrate zdolno-
$ci ochronnych CPPS, co odpowiada sytuacji, w ktérej dalsza degradacja nie ma praktycznego znaczenia
(system juz jest nieskuteczny).

Przyjete podejscie modelowe znajduje uzasadnienie w najnowszych badaniach AlMuhaini [46], ktéry
wprowadzit nowatorski model kwantyfikacji odpornosci dla cyber-fizycznych systemdéw energetycznych
oparty na "trapezie odpornosci". Model ten uwzglednia rézne fazy degradacji zar6wno w domenie cyber-
netycznej, jak i fizycznej podczas ekstremalnych zdarzen naturalnych lub antropogenicznych, wykorzystu-

jac symulacje Monte Carlo dla oszacowania pozioméw odpornosci weztéw lokalnych i calych systemow.

Parametryzacja rozkladéw probabilistycznych

W wyniku analizy wspétczesnego Srodowiska bezpieczenstwa, obejmujacego dynamicznie zmienia-
jace sie zagrozenia technologiczne, wzrost kompetencji adwersarzy oraz praktyki utrzymania dziatania
systemow, kazdy z pieciu czynnikéw modelowany jest odpowiednim rozktadem probabilistycznym. War-
toSci parametrow zostaty dobrane w oparciu o ramy czasowe sugerowane przez ekspertéw (5-10 lat cyklu
zycia ESS) oraz wyniki badan literaturowych.

Starzenie si¢ komponentéw (AG) modelowane jest rozktadem normalnym N (0.5,0.15), co od-
zwierciedla $redni spadek sprawnosci o okoto 50 punktéw procentowych w dekadzie (rozrzut £15 pp).
Starzenie jest efektem sumy wielu drobnych, w duzej mierze niezaleznych mikrozjawisk (zuzycie materia-
16w, dryf parametréw), co uzasadnia wybor rozktadu normalnego. Wartosci te sg zgodne ze wskazaniami

literaturowymi dotyczacymi degradacji elementéw elektronicznych [16, 17].
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Wzrost wiedzy przeciwnika (KG) opisany jest rozktadem normalnym N (0.1, 0.03), co odpowiada
okoto 10% rocznemu przyrostowi skuteczno$ci atakéw dzieki lepszemu planowaniu i dostgpowi do wie-
dzy. Akumulacja wiedzy i umiejetnoSci nastepuje przyrostowo, z naturalng zmiennoScig w tempie i jako-
Sci pozyskiwanych danych [11].

Postep technologiczny (TT) modelowany jest funkcja logarytmiczng T'1; = p - log(j) + €, gdzie
uw = 0.7, ¢ ~ N(0,0.21). W poczatkowych fazach rozwoju narzedzi obserwuje si¢ szybkie przyrosty
efektywnosci, ktére nastgpnie malejg (diminishing returns). Funkcja logarytmiczna dobrze oddaje t¢ dy-
namike, co potwierdzaja dyskusje i przyktady trendéw technologicznych w kontekscie PPS/CPPS [13].

Wplyw podatnosci (VI) reprezentowany jest procesem Bernoulliego z parametrem p = 0.2 i jedno-
razowym spadkiem efektywnosci o 10 pp przy wystapieniu. Modeluje to zdarzenia rzadkie, skokowe, o
trudnej do przewidzenia czestoSci w krétkich horyzontach (np. zero-day). Historyczna czesto§¢ wynosi
okoto 1 na 5 miesiecy [15].

Efekty kwartalnych usprawnien (IE) opisane sg rozkladem normalnym N (0.5, 0.15), modelujacym
prewencyjne dziatania konserwacyjne (testy, wymiana czesci) co 3 miesiace, redukujace skumulowany
spadek efektywnosci o §rednio 50 pp z odchyleniem +15 pp. Laczny efekt wielu czynnosci serwisowych
z naturalng zmienno$cia zakresu i jakoSci prac uzasadnia modelowanie sumarycznego efektu rozktadem

normalnym.

Integracja modelu degradacji z metodologia EASI

Wriaczenie modelu degradacji do EASI odbywa si¢ przez modyfikacje prawdopodobienistw detekcji

kazdego elementu na Sciezce ataku:

SE;
100
gdzie Pp;,,, to prawdopodobienstwo detekcji z uwzglednieniem degradacji, Pp; to nominalne praw-

Ppi,., = Ppi -

dopodobienstwo detekcji przy zalozeniu nowego, w pelni sprawnego elementu, a SE; to skutecznos¢
elementu po ¢ miesigcach eksploatacji zgodnie z modelem degradacji.

Ta modyfikacja bezposrednio wplywa na obliczenia prawdopodobieristwa przerwania ataku w for-
mule EASI. Degradacja elementéw prowadzi do obniZenia ich zdolnosci detekcyjnych, co w konsekwen-

cji zmniejsza catkowitg skutecznos$¢ systemu ochrony.

Srodowisko obliczeniowe i implementacja

Model zostat zaimplementowany w jezyku Python, co umozliwito wykorzystanie nowoczesnych bi-

bliotek do obliczen numerycznych i wizualizacji wynikéw. W szczegdlnosci wykorzystaliSmy:

— numpy - podstawowa biblioteka do przechowywania i wektoryzowanych obliczen na wielowymia-

rowych tablicach danych, zapewniajaca wydajno$¢ zblizong do kodu C/C++

— scipy.stats - modut do statystycznego modelowania rozktadéw prawdopodobiefistwa, wykorzysty-
wany do generowania prébek z rozktadéw normalnego, Bernoulliego oraz obliczania funkcji gg-

stodci i dystrybuant
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— matplotlib - biblioteka do tworzenia wizualizacji: wykreséw liniowych przebiegéw degradacji,

histograméw rozkladéw parametréw oraz linii trendu

W symulacjach przyjeto N = 10, 000 niezaleznych przebiegéw. Taka liczba zapewnia, ze oszaco-
wania §redniej efektywnosci i odchylen standardowych sg stabilne, przy akceptowalnym czasie obliczen.
Zgodnie z prawem wielkich liczb biad standardowy estymowanej $redniej maleje w tempie 1/ VN, co
dla N = 10, 000 skutkuje rzedem wielkoSci okoto 1%, dajac wiarygodne wyniki.

Na poczatku kazdej symulacji zostato ustawione ziarno losowosci (seed), dzigki czemu sekwencja
liczb pseudolosowych jest powtarzalna, co jest niezbedne do rzetelnej walidacji modelu oraz poréwny-

wania réznych scenariuszy testowych.

Przyklad zastosowania - studium przypadku

Aby zilustrowa¢ zastosowanie modelu degradacji CPPS, rozwazono typowa $ciezke ataku na obiekt

chroniony, ktérego charakterystyka sktada si¢ z czterech kolejnych warstw ochronnych:

Ochrona obwodowa - sensometryczny przewdd §wiattowodowy monitorujacy linie ogrodzenia
— Nadz6r wizyjny - kamery CCTV nadzorujace obszar chroniony

— Kontrola dostepu - czytniki transponderéw RFID oraz czujniki otwarcia (kontaktrony)

System Sygnalizacji Wlamania - pasywne czujki podczerwieni (PIR) wykrywajace ruch wewnatrz
obiektu

Kazdemu z tych elementéw przypisaliSmy przykladowy "wiek": przewdd sensometryczny - 2 lata,
kamery CCTYV - 7 lat, czujniki otwarcia drzwi - 5 lat, czujki PIR - 10 lat.
W oparciu o model obliczono dla kazdego elementu warto$¢ efektywnosci S E; odpowiadajacg aktu-

alnemu wiekowi urzadzenia:

Element Wiek SFE; Pp; Pp; deg
Przewdd sensometryczny 2 lata 91% 090 0.819
Kamery CCTV 7lat  45% 0.90 0.405
Czytniki RFID Slat 68% 0.90 0.612
Czujki PIR 10lat 23% 0.90 0.207

Tabela 2.2: Wplyw degradacji na prawdopodobiernistwo detekcji poszczegdlnych elementow

W klasycznym podej$ciu EASI zaktadamy nominalne prawdopodobieristwa detekcji (Pp;) i transmisji
alarmu (F¢;) bez uwzgledniania uplywu czasu ani degradacji. Kumulatywne prawdopodobienstwo prze-
rwania ataku P(I) wyliczane jest wedtug standardowego réwnania EASI. W zmodyfikowanej ocenie
kazdy nominalny wspétczynnik detekcji Pp; zostal przemnozony przez SFE;, czyli efektywnos$¢ danej

warstwy wynikajaca z jej wieku i degradacji. Dzieki temu prawdopodobiefistwo przerwania ataku maleje
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wraz ze starzeniem si¢ elementéw ochronnych. Jak zostato to wczedniej zilustrowane w sekcji 2.3 (patrz
rysunki 2.2 i 2.3, klasyczna ocena EASI wskazata P(I) = 88.64%. Ocena z uwzglednieniem degradacji:
P(I) = 76.19%. Réznica wynosi 12.45 punktéw procentowych.

Wyniki symulacji Monte Carlo

Przeprowadzone symulacje Monte Carlo z 10,000 przebiegéw modelujacych degradacje systemu
w horyzoncie 120 miesiecy ujawnity charakterystyczny przebieg degradacji: system utrzymuje wysoka
sprawno$¢ w pierwszych latach, po czym nastepuje przyspieszone obnizenie efektywnosci, z okresowymi,
niewielkimi odbiciami zwigzanymi z konserwacja.

Kluczowe obserwacje z symulacji:

Moment przekroczenia 50%: Chociaz pojedyncze realizacje modelu (niebieska linia) czasem scho-
dza ponizej 50% juz po 60 miesigcach, Srednia tendencja (linia trendu) wskazuje, ze poziom 50% zostaje
przekroczony dopiero okofo 75-80 miesigca (6.5-6.7 roku). Oznacza to, Ze w rozwazanym scenariuszu
typowy cykl wymiany CPPS krétszy niz 7 lat bytby uzasadniony, jezeli chcemy utrzymac skuteczno$é

powyzej polowy nominalnej (patrz rysunek 2.5)

PPS Degradation Over Time

—— System Effectiveness
=== Trend Line

5 years: effectiveness
below 50 % for the first
time

0 10 years:
effectiveness 0%
o]

Effectiveness Score

0 3 6 9 12 15 18 21 24 27 30 33 36 39 42 45 48 S1 54 57 60 63 66 69 72 75 78 Bl 84 87 90 93 96 99 102 105 108 111 114 117 120
Time (Months)

Rysunek 2.5: Wykres efektu symulacji degradaciji systeméw bezpieczefistwa w czasie. Zrédlo: opraco-

wanie wlasne na podstawie [6].

Dominujgce czynniki degradacji: Analiza poszczegdlnych sktadnikéw X; pokazuje wyraZne, nie-
réwne udzialy. Starzenie si¢ (AG ;) rosnie liniowo od 0 do okoto 60-80 punktéw procentowych w deka-
dzie i stanowi najwiekszy udzial w skumulowanym spadku. Wzrost wiedzy przeciwnika (/G ;) narasta
stopniowo od 0 do okoto 10-15 pp w ciggu dziesigciu lat. Udoskonalanie narzedzi (1'1;) przyspiesza w
drugiej potowie okresu i sigga do ok. 8-10 pp. Podatnosci (V' 1) daja sporadyczne skoki spadku do 5-10
pp, ale sa rzadkie (Srednio jeden na pi¢¢ miesiecy). Efekty konserwacji (1 ;) pojawiajg si¢ kwartalnie i
maja niewielkg warto$¢ - rzedu 1-2 pp regeneracji na cykl, co jest niewystarczajagce, by skompensowac

skumulowane straty.
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Na podstawie poréwnania obu ocen wida¢, ze uwzglednienie degradacji obniza znaczniki skuteczno-
$ci CPPS o dodatkowe 15-25 punktéw procentowych juz w 5. roku uzytkowania. W klasycznym podejsciu
(bez degradacji) CPPS wyglada na relatywnie znacznie bardziej odporne, co moze prowadzi¢ do btednych

decyzji, w tym o zbyt rzadkiej wymianie sprzetu.

Implikacje praktyczne modelu degradacji

W Swietle wynikéw symulacji stusznym wydaje si¢ rozwazenie wprowadzenia ciggtego monitorowa-
nia efektywnosci i predykcji degradacji oraz adaptacyjnych harmonograméw konserwacji, ktére uwzgled-
niajg rzeczywiste tempo zuzycia i zmiennos$¢ zagrozen.. Model wymaga kalibracji na danych z rzeczy-
wistych instalacji CPPS, zwlaszcza w odniesieniu do kwartalnych efektéw konserwacji i czestotliwosci
wystepowania krytycznych podatno$ci. Dopiero wéwczas bedzie mozliwe opracowanie precyzyjnych,
ekonomicznie zoptymalizowanych harmonograméw konserwacji i wymiany komponentéw. Integracja
wskaznika efektywnosci SFE; z klasycznym modelem EASI pozwolita na uzyskanie bardziej realistycz-
nych i konserwatywnych estymat prawdopodobieristwa przerwania ataku, obnizajac je o dodatkowe 15-25
punktéw procentowych juz po pieciu latach eksploatacji. Taka modyfikacja wydaje si¢ by¢ istotnym pa-
rametrem z punktu widzenia planowania budzetowego i zabezpieczenia ciagtoSci dziatan ochronnych.

Na tym etapie wydaje si¢, ze zaproponowany model stanowi dobra podstawe do przejscia od statycz-
nych harmonograméw wymiany narzedzi ochronnych do dynamicznych, opartych na danych i analizie
ryzyka proceséw utrzymaniowych. Konieczne jest jednak jego dalsze rozwijanie i walidacja na rzeczy-

wistych danych operacyjnych z instalacji CPPS.

2.4. Laczny wplyw cyberzagrozen i degradacji

Naturalng konsekwencja odrebnych analiz wptywu cyberzagrozen i degradacji jest ich faczne uje-
cie w spdjnym modelu oceny, wzmacniajacym klasyczna metodologie EASI. W tej sekcji integrujemy
oba wymiary na poziomie elementéw §ciezki ataku: bazowe prawdopodobieristwo detekcji korygujemy
o wplyw degradacji w czasie oraz oddziatywan cybernetycznych, przyjmujac ich ujecie multiplikatywne
(iloczynowe). Tak skonstruowana rama zachowuje kompatybilno$¢ z aparatem obliczeniowym EASI, a

jednoczesnie pozwala uchwyci¢ dynamiczny i kontekstowy charakter systemu.

Model zintegrowany

Polaczenie obu rozszerzen prowadzi do nastgpujacej kompleksowej formuty:

SE;
100

Ppiypye = Ppi - CR; -

Analiza przypadku ekstremalnego

Dla systemu z umiarkowang cyberodpornoscig (Srednie C'R = 0.5) po 5 latach eksploatacji (Srednie
SE =170%):
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— Klasyczne EASI: P(I) = 89.88%

Tylko cyberzagrozenia: P(I) = 1.63%

Tylko degradacja: P(I) = 76.19%

Model zintegrowany: P(I) < 1%

To wzglednie duze obnizenie skutecznosci podkresla celowo$¢ uwzglednienia obu czynnikéw w oce-
nie CPPS.

2.5. Podsumowanie

W niniejszym rozdziale wykazali$my, ze klasyczna metodologia EASI, mimo szerokiego zastosowa-
nia, nie odpowiada w pelni realiom wspétczesnego Srodowiska zagrozen. Kluczowe ograniczenia, takie
jak nieuwzglednianie cyberzagrozen, pomijanie zjawisk degradacyjnych oraz manualny charakter analiz,
moga prowadzi¢ do znacznego przeszacowania skutecznosci systeméw ochrony.

Zaproponowane rozszerzenie metodologii EASI wydaje si¢ stanowi¢ dobra podstawe do wdrozenia
bardziej zautomatyzowanego i spdjnego procesu oceny, ktéry adresuje wskazane luki. Poszczeg6lne kom-

ponenty tego podejscia zostang przedstawione w kolejnym rozdziale.
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3. Detekcja elementow budynku i infrastruktury bezpieczen-

stwa

Jak wykazano wczesniej, skala problemu oceny bezpieczefistwa ro$nie wyktadniczo — liczba po-
tencjalnych Sciezek ataku w realistycznym obiekcie moze by¢ astronomiczna (np. dla 36 weziéw starto-
wych i maksymalnie 40 krokéw: 4.6 x 10?5 kombinacji), co czyni reczng analize niepeing, subiektywng
i mato powtarzalng. Aby zminimalizowaé te ograniczenia, niniejszy rozdzial koncentruje si¢ wylacznie
na pierwszym, fundamentalnym etapie automatyzacji: detekcji elementéw budynku i infrastruktury

bezpieczenstwa na planach 2D.

Prezentujemy: (i) konfiguracje i wyniki detekcji elementéw architektonicznych (YOLOVS), (ii) post-
processing i rafinacje detekcji z uzyciem IoSA i walidacji geometrycznej, oraz (iii) interpretacje symboli
systemow bezpieczenistwa z wykorzystaniem COG. Kwestie generowania graféw i heurystycznej oceny

Sciezek sa przedstawione w odrebnych rozdziatach.

3.1. Ewolucja detekcji obiektow w kontekscie bezpieczenstwa

Od klasycznych metod do gl¢bokiego uczenia

Zastosowanie wizji komputerowej w bezpieczenistwie przeszto znaczaca ewolucje od prostych sys-
temoéw detekcji ruchu, przez zaawansowane algorytmy §ledzenia, az po wspélczesne systemy oparte na

glebokim uczeniu. Kluczowe etapy tej ewolucji obejmuja [28, 29, 31]:

Era klasycznych deskryptoréw (2000-2012): Wczesne systemy bezpieczenstwa wykorzystywaly
deskryptory cech takie jak SIFT [28] i SURF, ktére umozliwiaty rozpoznawanie obiektéw na podstawie
charakterystycznych punktéw kluczowych. Metody te, cho¢ innowacyjne, charakteryzowaly si¢ ograni-

czong odpornoscig na zmienno$¢ o§wietlenia i deformacje geometryczne.

Rewolucja Konwolucyjnych Sieci Neuronowych - KSN (2012-2014): Przetomowe znaczenie miato
wprowadzenie AlexNet [29], ktére zademonstrowato potencjal KSN w klasyfikacji obrazéw. Kolejne ar-
chitektury, VGG [30] i ResNet [31], ustanowity nowe standardy dokfadnoSci, jednak ich aplikacja w de-

tekcji obiektow wymagata dodatkowych rozwigzan.

Rozwdj detektorow dwuetapowych (2014-2016): Regionalnych Konwolucyjnych Sieci Neurono-
wych (ang. R-CNN) [32] zrewolucjonizowal detekcje obiektéw, wprowadzajagc dwufazowg generacje

propozycji regionéw i klasyfikacje. "Szybkie"Regionalne Konwolucyjne Sieci Neuronowe (ang. Fast R-
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CNN) i "Szybsze"Regionalne Konwolucyjne Sieci Neuronowe (ang. Faster R-CNN) [47] zoptymalizo-
waly ten proces, osiggajac wysokg doktadnos$¢ kosztem czasu przetwarzania.

Era detektoréw jednoetapowych (2016-obecnie): algorytm YOLO [26] wprowadzil paradygma-
tyczng zmiang, traktujac detekcje obiektow jako pojedynczy problem regresji. To podej$cie umozliwito

przetwarzanie w czasie rzeczywistym, kluczowe dla aplikacji bezpieczenistwa.

Specyficzne wyzwania detekcji w planach architektonicznych

Detekcja elementéw na planach 2D rézni si¢ znaczaco od standardowej detekcji obiektow w obrazach
naturalnych [48, 49]:

Skala i proporcje: Réznice w skalach planéw mogg wynosi¢ kilka rzedéw wielkosci, od planéw
sytuacyjnych (skala 1:1000) po szczegéty konstrukcyjne (skala 1:10). Ta zmienno$¢ wymaga specjalnych
strategii treningu i augmentaciji.

Standaryzacja symboli: Brak uniwersalnych standardéw oznaczenia elementéw architektonicznych
prowadzi do znacznej wariancji wizualnej podobnych funkcjonalnie elementéw. R6zni projektanci i firmy
stosujg odmienne konwencje graficzne.

Nakladanie si¢ obiektow: Czgste przypadki naktadajacych si¢ elementéw (np. drzwi w $cianach,
okna w elewacjach) wymagaja precyzyjnej segmentacji i post-processingu wykraczajacego poza standar-
dowe techniki NMS.

Jakos$é skanéw: Réznorodnos¢ jakosci dokumentacji Zrédlowej — od wysokiej rozdzielczosci pli-
kéw CAD po skany dokumentéw archiwalnych o niskiej jakoSci — wymaga odpornosci na degradacje

obrazu.

3.2. Architektura YOLO — ewolucja do YOLOVS

Fundamenty architektury YOLO

Filozofia YOLO ("You Only Look Once") opiera si¢ na traktowaniu detekcji obiektow jako pojedyn-
czego problemu regresji [26]. W przeciwienstwie do metod dwufazowych, YOLO przewiduje jednocze-
S$nie wspdtrzedne bounding-box i prawdopodobieristwa klas dla wszystkich obiektéw w obrazie podczas
pojedynczego przejscia przez sie¢. Podstawowa formuta YOLO dzieli obraz wejsciowy na siatke S x .S

komorek, gdzie kazda komoérka przewiduje B bounding-box wraz z ich "confidence":

con fidence = P(Object) x IOUgr}letg

truth

gdzie P(Object) to prawdopodobieristwo obecnosci obiektu w koméree, a IoU g4

to IoU miegdzy prze-

widywanym a rzeczywistym bounding-box.

Ewolucja do YOLOv8 — kluczowe innowacje

YOLOVS [50] wprowadza kilka fundamentalnych usprawniert w stosunku do poprzednich wersji:
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Architektura szkieletowa

YOLOVS wykorzystuje zmodyfikowang architektur¢ CSPNet z blokami C2f (Cross Stage Partial with

2 convolutions), ktére oferuja lepsza réwnowage miedzy doktadnoscia a efektywnoscia obliczeniowa:

C2f(x) = Concat[Conv(x), Bottleneck™ (Split(x))]

Moduty C2f umozliwiajg bogatszg propagacj¢ gradientéw przy jednoczesnym utrzymaniu efektyw-
nosci obliczeniowe;.
Spatial Pyramid Pooling Fast (SPPF)

SPPF zastgpit tradycyjny SPP, oferujac podobng funkcjonalno$¢ przy znacznie zredukowanym czasie

obliczen:

SPPF(x) = Concat[MaxPool3(MaxPool%(MaxPools(x)))]

Ta architektura umozliwia efektywne przetwarzanie cech w réznych skalach, kluczowe dla detekcji ele-
mentéw architektonicznych o zmiennych rozmiarach.
Decoupled Head

YOLOvVS implementuje tzw. decoupled-head, gdzie klasyfikacja i lokalizacja sa obstugiwane przez

oddzielne $ciezki:

Classification = Conv,;s(Features)
Regression = Conv,..,(Features)
To rozdzielenie pozwala na lepsza optymalizacj¢ kazdego zadania i prowadzi do wyzszej og6lnej doktad-
nosci.
Anchor-free design

YOLOVS rezygnuje z predefiniowanych "anchor boxes", implementujac tzw. anchor-free predykcje

wsp6trzednych:

x = (8z +o(ty)) X stride
y = (sy + o(ty)) x stride
w = exp(ty) X stride

h = (tp) x stride

gdzie (s, sy) to wspbtrzgdne komoérki siatki, o to funkcja sigmoidalna, a (¢, ty, tw, ty) to przewidywane

parametry.

Optymalizacje dla planéw architektonicznych

Standardowa konfiguracja YOLOVS zostata dostosowana do specyfiki planéw architektonicznych:
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Multi-scale training: Implementacja treningu z wykorzystaniem réznych rozdzielczoSci wejscio-
wych (640x640 do 1280x1280) dla lepszej generalizacji na plany o réznych skalach.

Aspect ratio augmentation: Specjalne augmentacje uwzgledniajace typowe proporcje planow ar-
chitektonicznych (panoramiczne uktady, plany kwadratowe).

Small object optimization: Modyfikacje w funkcji straty uwzgledniajace wysoka czesto§¢ matych

obiektéw (symbole, detale architektoniczne) charakterystyczng dla planéw technicznych.

3.3. Konfiguracja eksperymentalna

Charakterystyka zbioru danych

Zbiér obejmuje 304 obrazy treningowe i 148 walidacyjnych, z adnotacjami dla klas: SingleDoor,
DLDoor, Window, IntWall, ExtWall, Stairs, SlidingDoor.
Zrédta:

— rzeczywiste plany architektoniczne (publiczne repozytoria, dokumentacje),
— uktady syntetyczne (generacja proceduralna),
— konwersje BIM do obrazéw w ujednoliconej rozdzielczosci.

Adnotacja: CVAT, precyzyjne bounding-box i etykiety klas, kontrola jakosci (wielu anotator6w na

podzbiorze) z uzyskang zgodnoScia x = 0.94.

Konfiguracja sprz¢towa i programowa

Sprzet: RTX 3080 (10 GB VRAM), Intel i7-10700K, 32 GB RAM, NVMe 1 TB.
Oprogramowanie: Ultralytics YOLOv8 (8.3.96), Python 3.11.2 + CUDA 12.1, PyTorch 2.1.2 [51],
opencv 4.8.0, NumPy 1.24.3, Pandas 2.0.3.

Uzasadnienie wyboru hiperparametréw

Wybér modelu YOLOv8m

YOLOv8m zostat wybrany jako kompromis mi¢dzy ztoZonoScig obliczeniowa a jakoscig detekcji na
podstawie wstepnych eksperymentéw poréwnawczych:
YOLOv8m oferuje najlepsza rownowage miedzy doktadnoscia (mAP@0.5 = 0.968) a wydajnoscia

(74 fps), co jest kluczowe dla praktycznych zastosowan w analizie bezpieczefistwa.

Rozmiar wejScia: 832x832 pikseli

Wybér rozdzielczosci 832x832 wynika z kompromisu miedzy precyzja detekcji a efektywnoscia ob-

liczeniowa:
n i—1
Receptive Field = Z k; H 54
i=1 j=1
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Wariant Parametry (M) FLOPs (G) mAP@0.5 FPS

YOLOv8n 32 8.7 0.892 124
YOLOV8s 11.2 28.6 0.941 &9
YOLOv8m 259 78.9 0.968 74
YOLOVSI 43.7 165.2 0.975 56
YOLOvV8x 68.2 257.8 0.978 43

Tabela 3.1: Poréwnanie wariantéw YOLOVS dla detekcji elementéw architektonicznych

gdzie k; to rozmiar kernela warstwy ¢, a s; to krok przesunigcia filtra (stride) warstwy j.
Dla rozdzielczoSci 832x832, efektywne "receptive field"wynosi okoto 627x627 pikseli, co pozwala
na detekcje obiektow o rozmiarach od 8x8 do 400x400 pikseli — optymalny zakres dla elementéw ar-

chitektonicznych.

Optymalizator AdamW

Proces trenowania sieci neuronowej wymaga algorytmu optymalizacji, ktéry kontroluje sposéb ak-
tualizacji wag modelu na podstawie obliczonych gradientéw funkcji straty. Optymalizator stanowi klu-
czowy element procesu uczenia - okresla kierunek i wielko§¢ zmian parametréw sieci w celu minimaliza-
cji bledow predykcji. W konteksScie detekcji obiektéw na planach architektonicznych, gdzie model musi
nauczy¢ si¢ rozpoznawac¢ réznorodne elementy (drzwi, okna, Sciany), wybdr odpowiedniego algorytmu
optymalizacji ma bezposredni wptyw na jako$¢ i stabilno$¢ treningu.

AdamW [52] zostal wybrany ze wzgledu na jego przewage nad standardowym Adamem w kontekscie

regulacji wagowej:

— _ mt
9,5.:,.1—0,5 a<m+€+A9t>

gdzie: - my = Bymy_1 + (1 — B1)g: (momentum pierwszego rzedu) - vy = [ovy_1 + (1 — B2)g?
(momentum drugiego rzedu) - A = 1 x 10~* (wspétczynnik weight decay) AdamW rozdziela regulacje L2
od adaptacyjnego skalowania gradientéw, podczas gdy Adam dodaje regulacje bezposrednio do gradientu,
co prowadzi do niepozadanych interakcji miedzy mechanizmami adaptacyjnego uczenia a kontrolg wag.
To rozdzielenie w AdamW zapewnia lepszg generalizacje modelu, szczegdlnie istotng przy ograniczonym

zbiorze danych architektonicznych.

Learning rate: 9.09x10~4

Wspétczynnik uczenia zostal okreslony za pomocg metody *learning rate finder* [53]:

epoch

1 1 lrmax total_epochs
I =1lyin X | —

lrmin

Eksperymentalne okreslenie optymalnego zakresu wykazato, ze o = 9.09x10~* zapewnia stabilng kon-

wergencje bez oscylacji charakterystycznych dla wyzszych wartoSci.
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Batch size: 16

Rozmiar batch zostal wybrany na podstawie ograniczen pamigci GPU (10GB RTX 3080) oraz stabil-

no&ci treningu:
Memory Usage = batch_size x input_size2 X channels x 4 bytes

Dla konfiguracji 16x8322x3x4 ~ 265MB na dane wejSciowe, pozostawiajac wystarczajaco pamieci na

gradienty i stany optymalizatora.

3.4. Strategia augmentacji danych

Augmentacja geometryczna

Ze wzgledu na specyfike planéw architektonicznych, tradycyjne augmentacje zostaty dostosowane:

Rotacja: Ograniczona do +10° (w przeciwiefistwie do standardowych +45°) ze wzgledu na konwen-
cjonalne orientacje planéw architektonicznych.

Skalowanie: Zakres 0.8—1.2x uwzgledniajacy typowg wariancje skal w dokumentacji architektonicz-
nej.

Translacje: Maksymalnie 10% rozmiaru obrazu, zachowujace integralno$¢ uktadéw przestrzennych.

Augmentacja specyficzna dla planéw

Artefakty skanu: Symulacja szumu skanowania, degradacji JPEG i znieksztalceni optycznych typo-
wych dla digitalizacji planéw archiwalnych.

Wariacje DPI: augmentacja rozdzielczo$ci symulujgca rézne jakoSci Zrédtowe dokumentéw (75-600
DPI).

mozaika: F.aczenie fragmentéw réznych planéw w celu zwigkszenia réznorodnosci kontekstualnej

bez naruszania logiki architektoniczne;.

3.5. Post—processing i rafinacja detekcji

Eliminacja duplikatéw (I0SA)
Duplikaty, czeste w gestych uktadach architektonicznych, eliminujemy przez IoSA, lepsze od IoU

przy znacznych dysproporcjach rozmiaréw:

|An B
min(|A},B[)

IoSA jest szczeg6lnie efektywne dla elementéw architektonicznych o réznych rozmiarach (np. drzwi

T0SA(A, B) =

vs. okna), gdzie standardowy IoU moze prowadzi¢ do false negatives.
Prég 11054 = 0.50 zostal okreSlony empirycznie na podstawie analizy 200 przypadkéw naktadajacych

si¢ detekcji:
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Prég IoSA  Precision Recall

0.30 0.923 0.987
0.40 0.941 0.981
0.50 0.962 0.975
0.60 0.978 0.952
0.70 0.985 0.934

Tabela 3.2: Optymalizacja progu IoSA

Walidacja geometryczna

Implementacja regut geometrycznych specyficznych dla planéw architektonicznych:

Walidacja réwnoleglosci Scian:
co8(Owaii1s Owaniz) > 0.95 lub  cos(Owaut; Qwanz) < —0.95
Walidacja pozycji drzwi w Scianach:
IoU(door_bbox, wall_bbox) > 0.7

Konsystencja skal:

areagetected
arCaegpected

-1 <0.3

Segmentacja barier

Dla obiektéw naktadajacych si¢, segmentacja w punktach przecigcia wykorzystuje "intersection-

midpoint":

int int int int

v = Ko+ Xad Y+ Yo
T 2 ) Yy 2

Ten algorytm zapewnia logiczng segmentacje elementéw zachowujac spdjnos¢ strukturalng dla dal-

szej analizy grafowe;j.

3.6. Wyniki eksperymentalne i analiza

Analiza wydajnosci treningu

Ogolne metryki: W inferencji przyjeto prég zaufania conf = 0.3 na podstawie analizy krzy-
wych precyzja/pewnos¢. Tabela 3.3 podsumowuje wyniki walidacyjne po 100 epokach. Osiagni¢to
mAP@0.50-0.95 = 0.917, precyzja = 0.968, ’recall’ = 0.980.

Elementy krytyczne dla bezpieczenistwa (rézne typy drzwi) uzyskaly niemal idealng detekcje. Nieco

nizsze wyniki dla Scian (IntWall/ExtWall) wynikaja z ich podobiefistwa w rzutach 2D.
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Klasa Precision Recall mAP@0.50 mAP@0.50-0.95
SingleDoor 0.995 1.000 0.995 0.950
DLDoor 0.992 1.000 0.995 0.979
Window 0.979 0.975 0.995 0.910
IntWall 0.921 0.970 0.958 0.786
ExtWall 0.923 0.914 0.981 0.859
Stairs 0.981 1.000 0.995 0.995
SlidingDoor 0.988 1.000 0.995 0.937
Srednia 0.968 0.980 0.988 0.917

Tabela 3.3: Szczegétowe metryki wydajnosci po 100 epokach

Analiza konwergencji

Krzywe strat wykazujg stabilng konwergencje bez oznak tzw. overfitting’u:
Bbox Loss: Spadek z 0.051 (epoka 1) do 0.008 (epoka 100) Cls Loss: Redukcja z 0.891 (epoka 1)
do 0.142 (epoka 100) DFL Loss: Stabilizacja na poziomie 1.089 od epoki 85

Réwnolegte trajektorie loss treningowego i walidacyjnego potwierdzaja wtasciwa regulacje modelu.

Analiza macierzy pomylek

Szczegdlowa analiza macierzy pomytek (patrz rysunek 3.1) ujawnia charakterystyczne wzorce bte-
dow:

Najczestsze pomyiki:

— InmtWall < ExtWall: 8.2% przypadkéw wzajemnej pomylki wynikajacej z podobiefistwa wizual-

nego w rzucie 2D

— SingleDoor <+ SlidingDoor: 3.1% pomylek w przypadkach niejednoznacznych symboli drzwio-
wych

— Window — problemy z malymi oknami: 5.7% "False Negative"dla okien o powierzchni <50 px?

Studia poréwnawcze
Whplyw strategii treningu

Wplyw post—processingu

3.7. Detekcja elementow systemow bezpieczenstwa

Wyzwanie niespéjnych symboli na schematach

Brak standardu zapisu symboli (r6zni projektanci, r6zne konwencje) czyni klasyczne ,,sta-

tyczne"mapowanie symbol—znaczenie zawodnym. Ten problem rozwiazujemy poprzez autorska metode

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



3.7. Detekcja elementow systemow bezpieczernstwa 58
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Rysunek 3.1: Macierz pomylek dla modelu YOLOv8m po 100 epokach treningu. WartoS$ci na przekat-
nej gléwnej (ciemnoniebieski kolor) reprezentujg poprawne klasyfikacje dla kazdej klasy, podczas gdy
wartoSci poza przekatna wskazuja na bledne przypisania. Najczestsze pomyltki wystepuja miedzy klasami
IntWall i ExtWall (44 i 24 przypadki wzajemnych pomylek), co wynika z podobienistwa wizualnego tych
elementéw w rzucie 2D. Wysoka koncentracja wartos$ci na przekatnej potwierdza wysoka precyzje kla-
syfikacji, szczegdlnie dla elementéw krytycznych dla bezpieczeristwa jak rézne typy drzwi (SingleDoor:
77/77, DLDoor: 38/38, SlidingDoor: 24/24 poprawnych klasyfikacji). Intensywno$¢ koloru odpowiada

liczbie przypadkoéw, gdzie ciemniejsze odcienie wskazuja na wigkszg liczbe detekcji.

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



3.7. Detekcja elementow systemow bezpieczenstwa 59

Konfiguracja mAP@0.50 mAP@0.50-0.95
Baseline (bez augmentaciji) 0.932 0.823
+ mozaika 0.961 0.871
+ MixUp 0.974 0.889
+ Transformacje geometryczne 0.982 0.904
+ augmentacja architektoniczna 0.986 0.912
+ Pelna konfiguracja 0.988 0.917

Tabela 3.4: Por6wnanie wariantdéw strategii treningowych

Komponent Precision False Positive Rate
Surowe wyjscie YOLO 0.891 0.089
+ Usuwanie duplikatéw (IoU) 0.923 0.067
+ Usuwanie duplikatéw (IoSA) 0.941 0.051
+ walidacja-geometryczna 0.962 0.032
+ Segmentacja barier 0.968 0.024

Tabela 3.5: Poréwnanie komponentéw post—processingu

Contextual Object Grouping COG, ktéra umozliwia uczenie si¢ interpretacji symboli w kontekscie uzytej

legendy.

Proces COG — interpretacja przez kontekst

COG traktuje pary symbol—etykieta w legendzie jako obiekty kontekstowe ("row_leg") wykrywane
wprost, a nastepnie przenosi ich semantyke na plan [27]. PodejScie to fundamentalnie r6zni si¢ od trady-
cyjnych metod detekcji obiektow, ktére najpierw wykrywaja poszczegdlne elementy atomowe, a nastepnie

probuja wywnioskowac ich wzajemne relacje za pomocg algorytmdéw post-processingu.

Struktura przedstawiona na rysunku 3.2 ilustruje kluczowa innowacje procesu COG: wprowadzenie
posredniego poziomu ontologicznego miedzy detekcjg obiektéw atomowych a interpretacja semantyczng
wysokiego poziomu. Klasy COG pierwszego poziomu (Row_Leg) enkapsuluja strukturalne relacje prze-
strzenne i funkcjonalne, umozliwiajac modelowi bezposrednie postrzeganie kontekstu zamiast jego wnio-

skowania przez kolejne etapy przetwarzania.

Tego typu podejscie pozwala na dynamiczng interpretacje symboli niezaleznie od standardéw rysun-
kowych zastosowanych przez réznych projektantéw. Model uczy si¢ rozpoznawac pary symbol-etykieta
jako calo$ci semantyczne, co eliminuje potrzebe utrzymywania statych stownikéw symboli i umozliwia
adaptacje do réznorodnych konwencji graficznych wystepujacych w dokumentacji technicznej systemow

bezpieczenistwa.
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Rysunek 3.2: Hierarchiczna struktura procesu Contextual Object Grouping (COG) ilustrujaca wielopo-
ziomowg organizacj¢ semantyczng w interpretacji diagraméw technicznych. Diagram pokazuje, jak klasy
atomowe (Symbol i Label, oznaczone kolorem jasnoniebieskim) sg faczone w klasy COG pierwszego
poziomu Row_Leg (pomarariczowe), reprezentujace zunifikowane pary symbol-etykieta w wierszach le-
gendy. Te z kolei grupowane sa w struktury wyzszego poziomu: Column_S (zielone) agregujace wszystkie
symbole, Column_L (fioletowe) agregujace wszystkie etykiety, oraz Legend (jasnozielone) reprezentu-
jace kompletna strukture kontekstowa. Zagniezdzone prostokaty z réznymi poziomami przezroczystoSci
wizualizuja relacje zawierania, podczas gdy strzatki wskazuja hierarchiczne zalezno$ci migdzy klasami.

Zrédto: opracowanie wlasne na podstawie [27].
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Architektura

Jeden model YOLOvV8m uczy si¢ klas atomowych ("symbol", "label") oraz klas kontekstowych
("row_leg", "legend"). Dwa etapy pracy:

— Legenda: detekcja i strukturalizacja, ekstrakcja parowarn symbol—etykieta, budowa hierarchii
(JSON).

— Plan: wyszukiwanie symboli zgodnie z legenda i przypisywanie im znaczeni semantycznych.

Wyniki COG

mAP@0.50 ~ 0.99 (we wszystkich klasach),

mAP@0.50-0.95 ~ 0.81,

— 100% poprawnych parowan symbol—etykieta w testach,

Srednio: precyzja 96.8%, recall 98.0%.

Kluczowe obserwacje: model wykazuje kontekstowg Swiadomos¢é — wykrywa symbole w obrebie

legendy, lecz nie w izolacji na planie (zgodnie z zaloZeniem ,,najpierw kontekst, potem interpretacja").

3.8. Rozwazania implementacyjne

Optymalizacja wydajnoSciowa

System mozna dostosowaé do réznorodnych wymagar praktycznych poprzez odpowiednig konfigu-
racje parametrow przetwarzania. W trybie czasu rzeczywistego redukcja rozmiaru wejScia do 640x640
pikseli umozliwia przetwarzanie przekraczajace 30 klatek na sekunde, przy niewielkim spadku $redniej
precyzji detekcji okoto 3%. Dla zastosowan wymagajacych najwyzszej doktadnosci, zwickszenie roz-
dzielczoSci do 1024x1024 pikseli poprawia detekcje drobnych elementéw architektonicznych o okoto
5%, kosztem wydluzenia czasu przetwarzania.

Przetwarzanie wsadowe planéw architektonicznych wykazuje optymalne wykorzystanie zasobéw
GPU przy rozmiarze partii rownym 8 dla dokumentéw standardowych rozmiaréw. Taka konfiguracja za-
pewnia réwnowage miedzy przepustowoscig systemu, a efektywnym wykorzystaniem pamigci graficznej,

co jest szczegOlnie istotne podczas analizy duzych portfeli obiektéw.

Integracja z istniejacymi systemami

Architektura systemu zostala zaprojektowana z uwzglednieniem kompatybilnosci z szeroko stosowa-
nymi rozwiagzaniami branzowymi. Bezposrednie przetwarzanie standardowych formatéw plikéw archi-
tektonicznych, takich jak DWG, DXF oraz PDF, eliminuje konieczno$¢ konwersji danych wejsciowych i

upraszcza proces wdrozenia.
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Interfejsy programistyczne oparte na architekturze RESTful API umozliwiaja integracje z istnieja-
cymi systemami zarzadzania bezpieczeristwem oraz platformami analitycznymi. System wspiera réwniez
facznos¢ z bazami danych ’Building Information Modeling’ (BIM), co pozwala na wzbogacenie analizy

o dodatkowe informacje o wtasciwosciach materiatowych i funkcjonalnych elementéw budynku.

Obecna implementacja wykazuje znaczace réznice w skutecznosci detekcji w zaleznosci od orientacji
wykrywanych symboli. W przypadku planu architektonicznego (rysunek 3.3), gdzie symbole zachowuja
orientacje zgodna z legenda, system osiaga praktycznie perfekcyjne wyniki detekcji z warto$ciami ufnosci

przekraczajacymi 0.82 dla wszystkich elementéw funkcjonalnych [27].

Natomiast analiza planu bezpieczefistwa (rysunek 3.4) ujawnia wrazliwo$¢ systemu na rotacje sym-
boli elementéw ESS. Czujniki PIR (zielone strzatki) oraz detektory tluczenia szkta GBD (niebieskie
prostokaty) wykazuja zréznicowang skuteczno§¢ wykrywania w zaleznoSci od ich orientacji wzgledem
potozenia w legendzie. Ten aspekt stanowi kluczowy obszar wymagajacy dalszego rozwoju algorytmoéw

w celu zwigkszenia niezmiennos$ci wzgledem transformacji geometrycznych.

Jak ilustruje rysunek 3.3, w przypadku planu architektonicznego, gdzie symbole zachowuja orien-
tacje zgodng z legenda, system osigga praktycznie perfekcyjne wyniki detekcji z warto§ciami ufnosci

przekraczajacymi 0.82 dla wszystkich elementéw funkcjonalnych [27].

Natomiast analiza planu bezpieczefistwa (rysunek 3.4) ujawnia wrazliwo$¢ systemu na rotacje sym-
boli elementéw ESS. Czujniki PIR (zielone strzatki) oraz detektory tluczenia szkta GBD (niebieskie
prostokaty) wykazuja zréznicowang skuteczno$¢ wykrywania w zaleznosci od ich orientacji wzgledem

potozenia w legendzie.

Ten aspekt stanowi kluczowy obszar wymagajacy dalszego rozwoju algorytméw w celu zwigkszenia
niezmiennoSci wzgledem transformacji geometrycznych. Wptyw orientacji symboli na skutecznos¢ de-
tekcji elementéw architektonicznych. (a) Plan architektoniczny z symbolami zachowujacymi orientacje
zgodna z legendg - model osigga wysokie wyniki ufnosci (0.82-0.99) dla wszystkich elementéw oznaczo-
nych literami A-G. (b) Plan bezpieczenistwa z elementami ESS w réznych orientacjach - zielone strzatki
(czujniki PIR) i niebieskie prostokaty (detektory GBD) wykazuja zréznicowang skuteczno$¢ detekcji
w zaleznoSci od stopnia rotacji wzgledem orientacji bazowej z legendy. Analiza pokazuje koniecznos¢
dalszego rozwoju algorytméw w kierunku wiekszej niezmienno$ci wzgledem transformacji geometrycz-

nych. Zrédto: opracowanie wlasne na podstawie [27].

3.9. Kierunki dalszego rozwoju

Ulepszenia algorytmiczne

Rozw6j systemu detekcji elementéw architektonicznych moze obejmowac integracje z bardziej za-
awansowanymi wariantami architektury YOLO, takimi jak YOLOv8x, co potencjalnie zwigkszy precy-
zje detekcji w scenariuszach o wysokich wymaganiach doktadnoSciowych. Implementacja dynamicznego
doboru progéw ufnosci w zaleznosci od typu wykrywanego elementu moglaby dodatkowo poprawic row-

nowage miedzy czutoscig a specyficzno$cig systemu.
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Rysunek 3.3: Precyzyjne mapowanie symboli zachowujacych orientacje z legendy. Plan architektoniczny
z elementami oznaczonymi literami A-G, gdzie model osiaga wysokie wyniki ufnosci (0.82-0.99) dla
wszystkich wykrywanych symboli dzigki zachowaniu spdjnosci orientacyjnej migdzy legendg a gtéwnym

diagramem. Zrédlo: opracowanie wlasne na podstawie [27].
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Rysunek 3.4: Wrazliwo$¢ na rotacje symboli bezpieczenistwa. Plan z elementami ESS w réznych orien-
tacjach, gdzie zielone strzalki (czujniki PIR) i niebieskie prostokaty (detektory GBD) wykazuja zréz-
nicowang skutecznos$¢ detekcji w zaleznoSci od stopnia rotacji wzgledem orientacji bazowej z legendy.
Analiza pokazuje konieczno$¢ dalszego rozwoju algorytméw w kierunku wigkszej niezmiennosci wzgle-

dem transformacji geometrycznych. Zrédto: opracowanie wiasne na podstawie [27].

Istotnym kierunkiem rozwoju jest rozszerzenie reprezentatywnosci bazy danych treningowych o plany
architektoniczne z réznych regionéw geograficznych, co zwigkszy zdolnos$¢ generalizacji modelu na réz-
norodne standardy projektowe i konwencje rysunkowe stosowane na $wiecie. Szczegélnie wazne jest
uwzglednienie réznorodnych styléw architektonicznych i tradycji projektowych charakterystycznych dla

r6znych kultur i systeméw prawnych.

Rozszerzenia funkcjonalne

Integracja z modelami tréjwymiarowymi, w tym chmurami punktéw i systemami BIM, stanowi na-
turalng Sciezke ewolucji systemu w kierunku petnej analizy przestrzennej obiektow. Automatyczne roz-
poznawanie skali planu architektonicznego mogloby wyeliminowa¢ konieczno$¢ manualnej kalibracji

systemu dla dokumentéw o réznych skalach przedstawienia.

Implementacja mechanizméw uczenia transferowego dla specyficznych typéw budynkéw (przemy-
stowe, mieszkaniowe, uzytecznosci publicznej) pozwolitaby na specjalizacje modelu dla ré6znych domen
architektonicznych. Rozszerzenie procesu COG o hierarchiczne struktury interpretacji symboli mogloby

zwiekszy¢ elastyczno$¢ systemu w zakresie adaptacji do nowych standardéw dokumentacji techniczne;j.

Rozw6j algorytméw niezmienno$ci wzgledem transformacji geometrycznych stanowi priorytetowy
kierunek badan z uwagi na wspomniang wrazliwo$¢ metody na rotacje¢ symboli, co pokazano na rysunku
3.4. Implementacja technik augmentacji danych obejmujacych rotacje, skalowanie i transformacje per-
spektywiczne moglaby znaczaco poprawi¢ odporno$¢ systemu na réznorodne orientacje symboli wyste-

pujace w rzeczywistych planach architektonicznych.
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Perspektywy dlugoterminowe

Przyszty rozwéj systemu moze obejmowac integracje z systemami Cyber-Physical Protection Systems
w czasie rzeczywistym, umozliwiajac dynamiczng aktualizacje modeli bezpieczenstwa w odpowiedzi na
zmiany w konfiguracji fizycznej obiektu. Automatyczna adaptacja do ewoluujacych standardéw architek-
tonicznych poprzez mechanizmy samo-uczenia moglaby zapewni¢ dlugoterminowg aktualno$¢ systemu.

Wykorzystanie tzw. foundation models do interpretacji planéw architektonicznych w jezyku natural-
nym stanowi perspektywiczny kierunek rozwoju, ktéry mégtby umozliwié bardziej intuicyjne interfejsy
uzytkownika oraz automatyczne generowanie opiséw tekstowych analizowanych struktur. Takie rozwia-
zania moglyby znaczaco rozszerzy¢ dostepnos$¢ systemu dla specjalistéw spoza dziedziny technologii
komputerowych.

Integracja z systemami rzeczywistosci rozszerzonej (AR) i wirtualnej (VR) mogtaby umozliwi¢ im-
mersyjng wizualizacje wynikéw analizy bezpieczenstwa, utatwiajac zrozumienie przestrzennych relacji
miedzy elementami systemu ochrony. Potaczenie automatycznej detekcji z interaktywnymi Srodowiskami
wizualizacji mogtoby znaczaco zmieni¢ sposéb projektowania i oceny systemdéw bezpieczeristwa obiek-

tow.

3.10. Podsumowanie

System detekcji elementéw architektonicznych na planach 2D osigga jakos$¢ operacyjng (mAP@0.50-
0.95 = 0.917) przy niskim FPR po post-processingu. Zaawansowane techniki (IoSA, walidacja geome-
tryczna, segmentacja barier) wyraznie poprawiaja precyzje (0.968) i redukuja FPR (0.024).

Kluczowe osiagniecia obejmuja:
— Wysokg doktadnos¢ detekcji elementdw krytycznych dla bezpieczenstwa (>99% dla drzwi)

— Efektywna interpretacje symboli systemdéw bezpieczenstwa poprzez COG

Skalowalng architekture umozliwiajaca przetwarzanie duzych zbioréw planéw

Solidne podstawy dla automatycznej analizy $ciezek ataku przedstawionej w kolejnych rozdziatach

Warstwa detekcji dostarcza dwie komplementarne funkcje: (1) wiarygodne wykrywanie elementéw
architektonicznych z planéw 2D oraz (2) automatyczng interpretacje symboli infrastruktury bezpieczen-
stwa w oparciu o kontekst legendy. Tworzy to kompletng, zautomatyzowang warstwe pozyskiwania danych

wejsciowych do dalszych etapéw analizy przedstawionych w kolejnych rozdziatach.
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4. Konstruowanie Grafow Obiektow i Heurystyczna Ocena

Sciezek Ataku z Wykorzystaniem Algorytmu A*

Rozdzial poprzedni koncentrowat si¢ na warstwie percepcyjnej, czyli na automatycznej detekcji ele-
mentéw infrastruktury budynkéw w planach technicznych z wykorzystaniem algorytméw komputerowej
analizy obrazu. Dzi¢ki temu uzyskano mozliwo$¢ systematycznego i zautomatyzowanego pozyskiwania
danych wejsciowych o barierach, punktach dostepu i innych obiektach istotnych z punktu widzenia bezpie-
czenstwa. Jednak sama identyfikacja elementéw nie wystarcza do oceny podatnosci obiektu. Konieczne
jestréowniez ich powigzanie w spdjna strukture analityczng, ktéra pozwoli modelowaé potencjalne dziata-
nia przeciwnika. Dlatego w niniejszym rozdziale omawiane sa metody generowania graféw $ciezek ataku
oraz ich heurystycznej analizy z wykorzystaniem algorytméw przeszukiwania i technik topologicznych,

stanowigcych pomost migdzy surowymi danymi detekcyjnymi a ocena skutecznosci systemu ochrony.

4.1. Wprowadzenie teoretyczne do teorii grafow

Podstawy teorii graf6w w konteksScie bezpieczenistwa

Teoria graféw stanowi fundamentalng dziedzing matematyki dyskretnej, ktéra znajduje szerokie za-
stosowanie w modelowaniu systeméw bezpieczenistwa fizycznego. Graf G = (V, E') sktada si¢ z nie-
pustego zbioru wierzchotkéw V' i zbioru krawedzi F, gdzie kazda krawedZ faczy pare wierzchotkow
[54, 55]. W kontekscie analizy bezpieczenstwa obiektéw grafy umozliwiaja reprezentacj¢ przestrzeni
architektonicznej jako sieci potaczonych elementéw, gdzie wierzchotki reprezentuja lokalizacje prze-
strzenne lub elementy infrastruktury, a krawedzie modelujg mozliwe przejscia lub relacje miedzy nimi
[56, 57].

Proces tworzenia graféw bezpieczenstwa rozpoczyna si¢ od analizy rzeczywistego uktadu fizycznego
obiektu. Rysunek 4.1 przedstawia przyktadowa strukture obiektu z natozonymi wezlami reprezentujacymi
kluczowe elementy systemu ochrony fizyczne;j.

Praktyczna implementacja tej koncepcji ilustruje rysunek 4.2, przedstawiajagcy transformacje fizycz-
nego uktadu obiektu w abstrakcyjny graf zawierajacy wszystkie wzglednie racjonalne Sciezki ataku.

Matematycznie, graf mozna zapisaé jako G = (V, E), gdzie V. = {v1,ve,...,v,} stanowi zbidr
wierzchotkéw, a E C V' x V reprezentuje zbior krawedzi. Jak pokazano na rysunkach 4.1 i 4.2, w apli-
kacjach bezpieczefistwa funkcja wagi w : E — R przypisuje kazdej krawedzi warto$¢ reprezentujaca

koszt, czas, ryzyko lub inne metryki istotne dla analizy zagrozen [58]. Transformacja z uktadu fizycznego
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Rysunek 4.1: Uklad fizyczny obiektu z nalozonymi wezlami systemu bezpieczeristwa. Struktura przed-
stawia hipotetyczny obiekt chroniony z zaznaczonymi elementami: punkty perymetryczne (F1-F11) na
granicy obiektu, elementy $cian zewnetrznych i wewnetrznych (W51-W59), punkty dostepu (D31-D43),
oraz cel ataku (T). Kazdy wezel reprezentuje strategiczne miejsce w systemie ochrony, gdzie moze dojs¢

do detekcji, opdZnienia lub neutralizacji dziatar przeciwnika.

do modelu grafowego umozliwia zastosowanie zaawansowanych algorytméw analizy sieci do identyfika-

cji podatnosci systeméw ochrony oraz optymalizacji strategii bezpieczeristwa.

Klasyfikacja grafow w modelowaniu bezpieczenstwa

Grafy skierowane vs. nieskierowane w analizie zagrozen

Wybér miedzy grafami skierowanymi i nieskierowanymi ma kluczowe znaczenie dla doktadnosci
modelowania rzeczywistych scenariuszy bezpieczefistwa. Tradycyjne podejscia w analizie ryzyka czesto
wykorzystujg grafy nieskierowane, zakladajac symetri¢ przejs¢ miedzy elementami systemu [59, 60].
Jednak wspoélczesne badania wskazuja na znaczace korzySci plynace z zastosowania graféw skierowanych
w modelowaniu systeméw bezpieczefistwa fizycznego [61, 62].

Uzasadnienie wykorzystania graféw skierowanych:

1. Asymetria przej$¢ bezpieczenstwa: Elementy architektoniczne wykazuja czesto asymetrie w
mozliwoSciach przejscia. Jednokierunkowe drzwi awaryjne, systemy kontroli dostepu z weryfika-
cja biometryczna, czy bariery przeciwpozarowe naturalnie wymuszajg reprezentacj¢ skierowang
[7, 63].

2. Modelowanie barier jednokierunkowych: Zawory bezpieczenstwa, §luzy dekontaminacyjne, czy
systemy bezpieczeristwa z tzw. mechanizmami anti-tailgating wymagajg precyzyjnej reprezentacji

kierunkowosci w grafach [64].

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



4.1. Wprowadzenie teoretyczne do teorii graféw 68

Rysunek 4.2: Graf bezpieczenistwa powstaty na podstawie mapowania obiektu z rysunku 4.1 na sie¢
wszystkich wzglednie racjonalnych $ciezek ataku. Wezly zachowuja oznaczenia z uktadu fizycznego:
punkty perimetryczne (F1-F11), elementy Scian (W51-W59), przejscia drzwiowe (D31-D43) oraz cel
ataku (T). Krawedzie ilustrujg mozliwe trasy przemieszczania si¢ przeciwnika, z rozréznieniem na stan-
dardowe potaczenia (niebieskie linie) i Sciezki wymagajace pokonania dodatkowych barier (z6tte linie).
Graf demonstruje ztozono$¢ analizy wszystkich potencjalnych scenariuszy infiltracji w systemie CPPS
oraz umozliwia zastosowanie algorytméw teorii graféw do znajdowania optymalnych Sciezek ataku i

identyfikacji krytycznych weztéw systemu.
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3. Kontekst operacyjny i narzedzia przeciwnika: Przeciwnik moze mie¢ r6zne mozliwosci poko-
nania przeszkody w zaleznosci od kierunku podej$cia. Pokonanie okna od strony wewnetrznej wy-

maga innych narzedzi i czasu niz od strony zewn¢trznej [65, 66].

4. Precyzja modelowania procedur bezpieczenstwa: Procedury ewakuacji, protokoly dostepu, czy
sekwencje blokad bezpieczenstwa wykazujg inherentng kierunkowos$¢, ktora grafy nieskierowane

nie moga precyzyjnie reprezentowac [67].

Formalnie, w grafie skierowanym krawedz (u,v) # (v,u), co pozwala na niezalezne modelowanie

kosztéw i ograniczen dla kazdego kierunku przejscia [68].

Wiasciwosci strukturalne graféw w analizie bezpieczenstwa
Spojnosé i dostepnosé
Spdjnos¢ grafu w kontekscie bezpieczeristwa determinuje dostepnos¢ réznych obszaréw dla poten-

cjalnego intruza. Graf jest silnie spdjny, jesli istnieje Sciezka skierowana migdzy kazdg parg wierzchotkéw

[69]. W analizie bezpieczefistwa rozrézniamy:

— Spéjnosé silna: Wszystkie obszary sa wzajemnie dostgpne, co moze wskazywac na braki w seg-

mentacji bezpieczefistwa

— Spéjnosé staba: Niektore obszary sg dostepne jedynie w okreslonych kierunkach, co moze repre-
zentowaé wlaSciwe implementacje stref bezpieczenstwa [70]
Centralnos¢ i wezly krytyczne
Analiza centralno$ci weztéw pozwala zidentyfikowaé krytyczne punkty w systemie bezpieczeristwa
[71, 72]:
— Centralno$¢ posredniczenia (betweenness centrality): Identyfikuje wezly lezace na najwickszej

liczbie najkrétszych $ciezek migdzy innymi weztami

— Centralno$¢ bliskosci (closeness centrality): Wskazuje wezly o najkrétszych Srednich odlegto-

Sciach do wszystkich innych weziow

— Centralno$¢ stopnia (degree centrality): Okresla wezty o najwigkszej liczbie potaczent bezpo-

$rednich
Cykliczno$é i redundancja Sciezek
Obecnos¢ cykli w grafie architektonicznym ma dwoisty charakter w kontekscie bezpieczenstwa [73]:
— Pozytywny aspekt: Redundancja $ciezek ewakuacji, alternatywne trasy dla stuzb ratunkowych

— Negatywny aspekt: Alternatywne S$ciezki obejScia zabezpieczeri, mozliwoSci manewrowania in-

truza
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Reprezentacja graféw - analiza efektywnoSci struktury danych

Wybdr struktury danych dla reprezentacji grafu ma istotny wplyw na efektywnos¢ algorytmoéw analizy
bezpieczenstwa [74, 75].

Macierz sgsiedztwa oferuje staty czas dostepu O(1) do informacji o krawedzi, ale wymaga O(|V|?)
pamieci, co staje si¢ prohibitywne dla duzych struktur architektonicznych [76]. Listy sasiedztwa zapew-
niaja efektywnosé pamieciowa O(|V'|+ | E|), szczeg6lnie istotng dla rzadkich graféw architektonicznych,
gdzie typowy wezel taczy si¢ z ograniczong liczba sasiadéw [77].

Wspdlczesne badania wskazujg na hybrydowe struktury danych, taczace zalety obu podejs¢ dla spe-
cyficznych aplikacji analizy bezpieczefistwa [78, 79].

4.2. Algorytmy przeszukiwania grafow - ewolucja i zastosowania

Klasyczne algorytmy nieinformowane

Przeszukiwanie wszerz (BFS)

Algorytm przeszukiwania wszerz systematycznie eksploruje graf poziom po poziomie, gwarantujac
znalezienie najkrétszej Sciezki dla graféw o jednakowych wagach krawedzi [80]. W kontekscie analizy

bezpieczenistwa, Breadth-First Search (BFS) znajduje zastosowanie w:
— Identyfikacji minimalnej liczby barier do pokonania
— Analizie Sciezek ewakuacji o rOwnomiernym koszcie przemieszczenia
— Okresleniu stref bezpoSredniej dostepnosci z punktéw perimetrycznych [81]

Z10zonos¢ obliczeniowa O(|V'|+|E|) czyni BFS efektywnym dla analiz wymagajacych kompletnosci

przeszukiwania przy ograniczonych zasobach obliczeniowych [82].

Przeszukiwanie w glab (DFS)

Depth-First Search eksploruje graf, zaglebiajac si¢ maksymalnie wzdtuz kazdej gatezi przed wycofa-

niem [69]. W analizie bezpieczefistwa wykorzystywany jest do:
— Enumeracji wszystkich mozliwych §ciezek miedzy punktami
— Wykrywania cykli i analiza redundancji zabezpieczen

— Identyfikacji sktadowych silnie spdjnych w grafach zabezpieczein [83]

Algorytmy wazone - Dijkstra

Algorytm Dijkstry stanowi fundamentalny algorytm znajdowania najkrétszej Sciezki w grafach z nie-
ujemnymi wagami krawedzi [84]. Wprowadzony w 1959 roku, algorytm wykorzystuje zachtanng strategie
eksploracji, gwarantujac optymalno$¢ rozwigzania dla przypadkéw bez ujemnych wag [85].

Wiasciwosci algorytmu Dijkstry w konteksScie bezpieczenstwa:
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— Optymalnos$é: Gwarancja znalezienia najkrétszej $ciezki przy nieujemnych wagach krawedzi
— Kompletnos$é: Eksploracja wszystkich dostepnych $ciezek do momentu znalezienia optimum
— Z1ozonosé: O((|V| + |E|)log |V]) z kopcem Fibonacciego, O(|V|?) z prosta implementacja [86]

Ograniczenia w aplikacjach bezpieczenstwa:

Algorytm Dijkstry nie uwzglednia informacji heurystycznych o kierunku poszukiwan, co prowadzi
do réwnomiernej eksploracji we wszystkich kierunkach [87]. To ograniczenie staje si¢ szczegdlnie pro-
blematyczne w duzych grafach reprezentujacych kompleksy architektoniczne, gdzie preferowana jest eks-

ploracja ukierunkowana na cel [88].

4.3. Algorytm A* - teoria i zaawansowane zastosowania

Podstawy teoretyczne A*

Algorytm A* (A-star), opracowany przez Harta, Nilssona i Raphaela w 1968 roku, stanowi rozsze-
rzenie algorytmu Dijkstry o komponent heurystyczny [89]. Stanowi klasyczny przyktad algorytmu prze-
szukiwania informowanego, wykorzystujacego funkcje heurystyczng do kierowania procesu eksploracji
w strone celu [90, 91].

Funkcja kosztu A*:

f(n) =g(n) + h(n)
gdzie:
— g(n) - rzeczywisty koszt najkrétszej znanej Sciezki od wezta startowego do wezla n

— h(n) - heurystyczna ocena kosztu od wezta n do celu

— f(n) - oszacowany catkowity koszt najlepszej $ciezki przechodzacy przez wezet n

Wiasciwosci funkcji heurystycznej

Admisyjnosé (Admissibility)

Funkcja heurystyczna h(n) jest admisyjna, jesli nigdy nie przecenia rzeczywistego kosztu dotarcia
do celu [92, 93]:

Vn : h(n) < h*(n)

gdzie h*(n) reprezentuje rzeczywisty minimalny koszt od n do celu.
Twierdzenie o admisyjnoSci: A* z admisyjng heurystykg zawsze znajdzie optymalng Sciezke, jesli
taka istnieje [94]. Dowdd opiera si¢ na fakcie, ze A* nigdy nie pominie optymalnej Sciezki z powodu

nadmiernej estymacji kosztu przez funkcje heurystyczna.
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Spojnosé (Consistency/Monotonicity)

Funkcja heurystyczna jest spéjna (lub monotoniczna), jesli spetnia warunek tréjkata [95]:

VYn,m : h(n) < c(n,m) + h(m)

gdzie c(n, m) reprezentuje koszt krawedzi od wezta n do wezta m.

Implikacje spéjnosci:
— Spéjnos¢ implikuje admisyjnosé, ale nie na odwrét [96]

— A* ze spdjna heurystyka nigdy nie bedzie musial ponownie rozwazaé weztow (wlasciwo§¢ mono-

tonii f-wartos$ci wzdtuz Sciezek) [97]

— Gwarantuje efektywno$¢ obliczeniowa poprzez eliminacj¢ redundantnych obliczeri [98]

Zaawansowane warianty A*

Wazone A* (WA¥)

Wazone A* modyfikuje standardowa funkcje kosztu przez wprowadzenie wspétczynnika wagowego
€>1[99]:
£(n) = g(n) + € h(n)
Parametr € kontroluje balans miedzy optymalnoscia, a szybkoScia:
— € = 1: Standardowy A* z gwarancja optymalnoSci
— € > 1: Szybsze wykonanie kosztem potencjalnej sub-optymalnosci [100]

Anytime A*
Anytime A* umozliwia progresywne poprawianie jakoSci rozwigzania w miar¢ dostepnosci dodat-
kowego czasu obliczeniowego [101]. Algorytm poczatkowo znajduje sub-optymalne rozwigzanie, ktére

nastepnie systematycznie ulepsza.

Bidirectional A*

Dwukierunkowe przeszukiwanie A* jednoczes$nie eksploruje przestrzen od wezla startowego i doce-

lowego, znacznie redukujac przestrzen przeszukiwania dla wielu aplikacji [102, 103].

4.4. Funkcje heurystyczne w analizie bezpieczenstwa

Klasyczne heurystyki geometryczne

Odleglos$¢ euklidesowa

Dla przestrzeni dwuwymiarowej, heurystyka euklidesowa definiowana jest jako [104]:
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heuclidean(nv goal) = \/(xn - xgoal)Q + (yn - ygoal>2

Zastosowania w bezpieczenstwie:

— Analiza przestrzeni otwartych bez barier architektonicznych

— Szacowanie czasu przemieszczenia w liniach prostych

— Baseline dla poréwnania z bardziej ztozonymi metrykami [105]

Odleglos¢ Manhattan

W Srodowiskach architektonicznych z ograniczeniami przemieszczenia do kierunkéw ortogonalnych,

odlegto$¢ Manhattan czesto lepiej odzwierciedla rzeczywiste wzorce przemieszczania [106]:

hmanhattan(nagoal) = ‘xn - xgoal’ + ’yn - ygoal|

Uzasadnienie teoretyczne: Badania w zakresie analizy ruchéw w budynkach wskazujg, ze wzorce
przemieszczania s3 w znacznej mierze ograniczone do kierunkéw wyznaczonych przez korytarze, przej-
Scia i struktury architektoniczne [107, 108]. Odleglo§¢ Manhattan lepiej aproksymuje te ograniczenia niz

metryka euklidesowa.

Specjalizowane heurystyki dla bezpieczenstwa

Teoretyczne podstawy wlasnej heurystyki (''stealth'")

Opracowana dla potrzeb analizy Sciezek ataku, heurystyka "stealth"integruje czynniki wplywajace na

atrakcyjno$¢ wezta z perspektywy minimalizacji ryzyka wykrycia [3, 46]:

hstealth(na t) = w1 - DManhattan(na t) - Sscale + w3 - (1/DDn) +ws - BT, +ws - DR,
Komponenty funkcji:

1. Komponent odleglosci (w1 - Dyjanhattan(n,t) - Sscale): Podstawowa orientacja przestrzenna z

realistyczng metryka odlegtosci i skalowaniem wymiaréw

2. Komponent opéznienia detekcji (w2 - 1/ D D),,): Preferuje wezly o wigkszym op6znieniu poprzez

odwrotno$¢ wartosci, odzwierciedlajac strategie unikania szybkiej detekciji

3. Komponent czasu bariery (w3 - BT),): Penalizuje wezly wymagajace diugiego czasu pokonania,

uwzgledniajac preferencje atakujacego dla szybkich przejsé

4. Komponent ryzyka detekcji (w, - DR,,): Bezposrednia penalizacja weziéw o wysokim inherent-

nym ryzyku wykrycia
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Kalibracja parametréw wagowych

Wspétczynniki wagowe w1, we, w3, wa umozliwiaja modelowanie réznych scenariuszy przeciwnika
poprzez dostrojenie priorytetow [2]:

Scenariusz '"stealth professional'': Wysokie ws i w4 odzwierciedlajg priorytet unikania detekcji
charakterystyczny dla do§wiadczonych adwersarzy z zaawansowanymi narzgdziami [9].

Scenariusz ''time-critical attack'': Dominujace ws reprezentuje priorytet szybkosci wykonania, ty-
powy dla atakéw pod presja czasu lub skoordynowanych operacji [10].

Scenariusz '"amateur intruder'': Zbalansowane wagi z preferencja w3 odzwierciedlajg ograniczone

umiejetnosci i podstawowe narzedzia [11].

4.5. Teoria gier w modelowaniu przeciwnika

Modele teoriogrowe w analizie zagrozen

Teoria gier w bezpieczenstwie

Modelowanie interakcji miedzy obrorica a atakujgcym mozna formalizowa¢ jako gre dwuosobowg
o sumie niezerowej [109, 110]. Macierz wyplat U = [u;;] reprezentuje uzytecznos¢ dla gracza przy
wyborze strategii ¢ przez obrofice i strategii j przez atakujacego.

Réwnowaga Nasha w kontekscie bezpieczeristwa: Para strategii (s*, t*) stanowi réwnowage Nasha,

jesli zaden z graczy nie moze jednostronnie poprawié swojej wyplaty poprzez zmiane strategii [111, 112].

Stackelberg Security Games

W modelu Stackelberga obrorica (lider) podejmuje decyzje pierwsze, a atakujacy (follower) reaguje
optymalnie na zaobserwowane dziatania [113]. Model ten lepiej odzwierciedla rzeczywiste scenariusze

bezpieczenstwa, gdzie systemy ochrony sa instalowane przed potencjalnym atakiem.

Modelowanie niepewnosci i niepelnej informacji

Grafy z niepewnymi parametrami

W rzeczywistych scenariuszach bezpieczenistwa, parametry systemu (prawdopodobienistwa detekciji,
czasy pokonania barier) czgsto charakteryzuja si¢ niepewnoscia [114, 115]. Formalizacja poprzez roz-

ktady prawdopodobieristwa:

P(detection) ~ Beta(«, /3)

T (barrier) ~ LogNormal(y, 0?)

Uwaga metodologiczna: Powyzsze zagadnienia teorii gier i modelowania niepewnosci stanowig roz-
legla dziedzing badawcza, ktéra w niniejszej pracy traktujemy jedynie pobieznie. UznaliSmy jednak za
celowe wspomnienie o tych aspektach dla przedstawienia pelnego obrazu zagadniet zwigzanych z mo-
delowaniem systemOw bezpieczenstwa. Szczegétowe opracowanie tych metod wykracza poza zakres ni-

niejszych badan.
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Planowanie w warunkach niepewnosci

Planowanie w warunkach niepewnosci uwzglednia najgorsze mozliwe scenariusze w celu zapewnie-
nia minimalnego poziomu bezpieczenstwa niezaleznie od rzeczywistych wartosci parametréw niepew-
nych [116, 117]. Podej$cie to optymalizuje rozwigzania pod katem najbardziej niekorzystnych warunkow,

co zwigksza odpornos¢ systemu na nieprzewidywalne zmiany w Srodowisku operacyjnym.

4.6. Integracja z systemem COG - teoretyczne podstawy

Semantyczne mapowanie obiektow

Ontologia bezpieczernistwa
System COG umozliwia automatyczne mapowanie wykrytych elementéw do ontologii bezpieczen-

stwa, definiujgcej hierarchiczne relacje miedzy klasami obiektéw [118, 119]. Formalna ontologia O =
(C, R, I) sktada sig¢ z:

— C: Zbiér klas (concepts)

— R: Zbidr relacji migdzy klasami

— I: Zbidr instancji (individuals) [120]

Propagacja wlasciwoSci semantycznych
Wykryte przez COG elementy dziedziczg wlasciwosci bezpieczernistwa zgodnie ze zdefiniowang onto-

logia [27]. Mechanizm inferencji umozliwia automatyczne wyprowadzenie parametréw bezpieczefistwa

dla elementéw o niepelnych danych.

Transformacja multimodalna

Od pikseli do grafow
Proces transformacji od surowych detekcji pikselowych do reprezentacji grafowej wymaga kilku eta-

pow abstrakcji [48]:

1. Segmentacja przestrzenna: Podzial obrazu na regiony semantyczne
2. Abstrakcja topologiczna: Reprezentacja relacji sasiedztwa migdzy regionami

3. Przypisanie wlasciwoSci: Mapowanie charakterystyk bezpieczenistwa do weztéw i krawedzi

Zachowanie spéjnosci semantycznej

Transformacja musi zachowa¢ semantyczne wlasciwosci oryginalnego planu architektonicznego

[121]. Walidacja sp6jnoSci obejmuje:

— Sprawdzenie logiki przestrzennej (np. braku "latajgcych"pomieszczeri)
— Weryfikacje ciagtosci Sciezek komunikacyjnych

— Kontrole kompletnoSci reprezentacji elementéw bezpieczenistwa
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4.7. Eksploracja wieloSciezkowa - podstawy teoretyczne

Teoria wielokryteriowej optymalizacji

Optymalizacja wielokryteriowa w analizie bezpieczenstwa

W analizie bezpieczenistwa czgsto wystepuja konfliktujace cele, ktére nie moga by¢ jednoczesnie opty-
malizowane bez kompromiséw. Typowe dylematy obejmuja minimalizacje czasu ataku versus minima-
lizacje ryzyka wykrycia, maksymalizacje pokrycia ochronnego versus minimalizacje kosztéw instalacji,
czy optymalizacje przepustowosci ruchu versus zwickszenie poziomu kontroli bezpieczenistwa [122, 123].

Definicja optymalno$ci Pareto: Rozwigzanie jest Pareto-optymalne, jesli nie istnieje inne rozwig-
zanie lepsze we wszystkich kryteriach jednocze$nie. Formalnie, rozwigzanie x* jest Pareto-optymalne,

jesli nie istnieje x takie, ze:

Vi : fZ(X) < fZ(X*> Adj: fj(X) < fj(X*)

gdzie f;(x) reprezentuje warto$¢ i-tego kryterium dla rozwigzania x.
Front Pareto w kontekscie bezpieczenistwa: Zbior wszystkich rozwigzan Pareto-optymalnych two-
rzy tak zwany front Pareto, ktéry reprezentuje mozliwe kompromisy miedzy konfliktujagcymi celami. W

analizie systemdéw ochrony front ten moze ilustrowac relacje miedzy:

— Kosztami implementacji a poziomem bezpieczenstwa: wyzsze naklady finansowe zwykle prze-

ktadaja si¢ na lepsza ochrong, ale z malejaca uzytecznoscia kraficowa

— Czasem reakcji a dokladnoscig detekcji: szybsze systemy alarmowe mogg generowaé wigcej

falszywych alarméw

— Dostepnoscia systemu a restrykeyjnoscig kontroli: bardziej szczelne procedury bezpieczenistwa

mogg obniza¢ komfort uzytkowania

Praktyczne zastosowania: W rzeczywistych scenariuszach wybér konkretnego rozwigzania z frontu

Pareto zalezy od preferencji decydenta i moze by¢ wspomagany przez metody takie jak:
— wazenie kryteriow wedtug ich wzglednej waznosci
— analiza wrazliwoSci dla réznych scenariuszy zagrozefi
— iteracyjne dostrajanie kompromiséw na podstawie feedbacku operacyjnego

Takie podejScie umozliwia Swiadome podejmowanie decyzji projektowych z pelng Swiadomoscia

trade-offéw miedzy ré6znymi aspektami bezpieczenistwa.

Skalaryzacja funkcji celu

Metody skalaryzacji stanowia praktyczne podejscie do rozwigzywania probleméw wielokryteriowych
poprzez przeksztalcenie ich w problemy jednokryteriowe. Podstawowa metoda kombinacji liniowej taczy

wszystkie kryteria w jedna funkcje celu [124]:
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k
F(x) = Zwi - fi(x)
i=1

gdzie w; > 0 sg wagami reprezentujagcymi wzgledng waznoS¢ poszczeg6lnych kryteridw, przy czym
Interpretacja wag w kontekscie bezpieczenistwa: Wybor wag w; determinuje preferencje migdzy

kryteriami i umozliwia eksploracje réznych punktéw na froncie Pareto. Na przyktad:
— wy = 0.7, wy = 0.3 dla priorytetyzacji bezpieczefistwa nad kosztami
— wy = 0.3, wy = 0.7 dla scenariuszy o ograniczonym budzecie

Ograniczenia metody liniowej: Skalaryzacja liniowa nie moze znalez¢ wszystkich rozwigzan Pareto-
optymalnych, szczegdlnie w przypadku frontu Pareto o ksztatcie wklestym. W takich sytuacjach stosuje
si¢ zaawansowane metody skalaryzaciji:

Metoda e-constraint: Jeden cel jest optymalizowany, podczas gdy pozostate traktowane sg jako ogra-

niczenia:

min  f1(x)

S.t. fZ(X) <e, t1=2,...,k

Metoda Chebysheva: Minimalizuje najwicksze wzgledne odchylenie od idealnego punktu:

- 1 f(x) — 2
m}gniiillaka@\fl(x) z7|

=1,...,

Zastosowanie w systemach bezpieczenstwa: W praktyce skalaryzacja umozliwia systematyczne
przeszukiwanie przestrzeni rozwigzan poprzez iteracyjna zmian¢ wag, co pozwala na identyfikacje najbar-
dziej odpowiednich konfiguracji systemu ochrony w zaleznosci od specyficznych wymagan i ograniczefi

obiektu.

Algorytmy k-najkrétszych Sciezek

Algorytm Yena

Algorytm Yena systematycznie znajduje k najkrotszych Sciezek miedzy parg weztéw w grafie wa-
zonym [125]. W konteks$cie analizy bezpieczeristwa umozliwia identyfikacje alternatywnych tras ataku
uporzadkowanych wedtug rosnacych kosztéw (lub malejacego prawdopodobiefistwa sukcesu).

Zasada dziatania: Algorytm wykorzystuje podejscie iteracyjne, gdzie w kazdej iteracji znajduje ko-

lejna najkrotsza Sciezke poprzez:

1. Modyfikacje grafu przez usuniecie lub zwigkszenie wag krawedzi nalezacych do weze$niej znale-

zionych §ciezek
2. Zastosowanie algorytmu najkrétszej Sciezki (np. Dijkstry) do zmodyfikowanego grafu

3. Przywrdcenie oryginalnej struktury grafu dla nastepnej iteracji
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Znaczenie w analizie bezpieczenstwa: Znajomos¢ wielu alternatywnych Sciezek ataku pozwala na:

— Priorytetyzacje zabezpieczen: koncentracj¢ zasobéw ochronnych na weztach krytycznych wyste-

pujacych w wielu trasach

— Analize wrazliwoSci: ocen¢ wplywu wzmocnienia poszczegdlnych barier na ogdlne bezpieczen-

stwo systemu

— Planowanie redundancji: identyfikacj¢ miejsc, gdzie dodatkowe zabezpieczenia przyniosg naj-

wickszy efekt

Interpretacja wynikéw: Jesli réznica kosztéw migdzy pierwszg a drugg najkrotszg Sciezka jest mata,
oznacza to, ze atakujacy ma wiele réwnowaznych opcji, co zwigksza nieprzewidywalnos$¢ ataku. Duze
réznice kosztow migdzy kolejnymi §ciezkami wskazuja na istnienie ,,waskich gardel"w systemie ochrony
— miejsc, ktérych wzmocnienie moze znaczaco poprawi¢ ogdlne bezpieczenstwo.

Ograniczenia praktyczne: Algorytm Yena ma zfozonos¢ obliczeniowg O(kN (M + Nlog N)),
gdzie N to liczba weziéw, M to liczba krawedzi, a k to liczba poszukiwanych Sciezek. Dla duzych graféw
reprezentujacych ztozone obiekty moze to wymaga¢ znacznych zasobéw obliczeniowych, szczeg6lnie

przy poszukiwaniu wielu alternatywnych tras.

Algorytm Eppsteina

Algorytm Eppsteina efektywnie generuje % najkrdtszych Sciezek w porzadku rosngcym kosztéw z
ztozonoscig O(m + nlogn + k) [126]. Stanowi znaczng poprawe w stosunku do algorytmu Yena, szcze-
g6lnie dla duzych graféw z potrzebg eksploracji wielu alternatywnych tras.

Kluczowe innowacje algorytmu: Algorytm Eppsteina wykorzystuje dwie fundamentalne struktury

danych:

— Graf odchylen: reprezentuje wszystkie mozliwe odchylenia od najkrétszej Sciezki do kazdego we-

zla

— Kopiec Sciezek: umozliwia efektywne generowanie kolejnych najkrétszych Sciezek w porzadku

rosnacym

Przewagi nad algorytmem Yena: W przeciwieristwie do algorytmu Yena o ztozonosci O(kN (M +
N log N)), algorytm Eppsteina ma ztozono$¢ praktycznie liniowg wzgledem liczby poszukiwanych Scie-
zek k. To sprawia, ze jest szczegdlnie efektywny w scenariuszach wymagajacych analizy duzej liczby
alternatywnych tras ataku.

Zastosowanie w analizie bezpieczenstwa: Efektywnos¢ algorytmu Eppsteina umozliwia:

— Kompleksowa analiz¢ scenariuszy: eksploracje setek potencjalnych tras ataku w rozsadnym cza-

sie

— Analiz¢ w czasie rzeczywistym: mozliwo$¢ dynamicznego przeliczania alternatywnych Sciezek

przy zmianie konfiguracji systemu
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— Optymalizacje zasobow: identyfikacje optymalnych punktéw wzmocnienia systemu ochrony na

podstawie pelnej analizy przestrzeni mozliwych atakéw

Ograniczenia implementacyjne: Pomimo teoretycznej efektywnosci, praktyczna implementacja al-
gorytmu Eppsteina wymaga znacznej ztozonoSci programistycznej oraz doktadnego zarzadzania pamie-
cig ze wzgledu na konieczno$¢ utrzymywania struktur danych reprezentujacych graf odchylen dla catego

systemu.

Strategia eksploracji progresywnej

Iteracyjne usuwanie krawedzi

Strategia progresywnego usuwania pierwszych krawedzi znalezionych Sciezek wymusza eksploracje
alternatywnych tras poprzez systematyczne eliminowanie juz przeanalizowanych opcji [127]. Teoretyczna
podstawa jest twierdzenie o maksymalnym przeptywie i minimalnym cigciu w grafach [128].

Mechanizm dziatania: Algorytm iteracyjnie modyfikuje graf poprzez:
1. Znalezienie najkrétszej Sciezki w aktualnym grafie

2. Usuniecie lub zwigkszenie wagi pierwszej krawedzi tej Sciezki

3. Powtdrzenie procesu dla zmodyfikowanego grafu

Uzasadnienie teoretyczne: Zgodnie z twierdzeniem Forda-Fulkersona, maksymalny przeptyw w
sieci réwna si¢ minimalnej wartoSci cigcia. W kontekscie analizy bezpieczenistwa oznacza to, ze usunie-
cie krawedzi o minimalnej wadze zmusza przeciwnika do poszukiwania alternatywnych tras o wyzszych
kosztach.

Zastosowanie w analizie bezpieczenstwa: Metoda umozliwia systematyczng identyfikacje stabych

punktéw systemu poprzez:
— Odkrywanie Sciezek obchodzacych gtéwne zabezpieczenia
— Identyfikacje redundantnych tras o podobnych kosztach
— Ocene wplywu wzmocnienia poszczegdlnych barier na ogélng odpornos¢ systemu

Kontrola réznorodnosci Sciezek

Metryki réznorodnosci Sciezek zapewniaja, ze eksplorowane alternatywy sa rzeczywiscie odmienne,
a nie jedynie wariantami podobnych tras [129]. Pozwala to unikng¢ analizy redundantnych scenariuszy
ataku o marginalnych réznicach.

Popularne metryki ré6znorodnosci:
— Odleglos¢ Hamminga: dy (P, P») = [{e € E : e € Py & P»}|, gdzie & oznacza réznice
symetryczna

— Wspétcezynnik nakladania wezlow: overlap( Py, P») = %
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— Wspélezynnik Jaccarda dla krawedzi: J (P, P,) = %

Praktyczne zastosowanie: Kontrola r6znorodnosci pozwala na:

— Unikanie analizy Sciezek o wysokim stopniu podobiefistwa (np. overlap > 0.8)
— Zapewnienie reprezentatywnoSci probki analizowanych scenariuszy ataku

— Optymalizacje czasu obliczen poprzez eliminacj¢ redundantnych analiz

Prég réznorodnosci: W praktycznych zastosowaniach czesto ustala si¢ minimalny prég réznorod-
nosci (np. dg > 3 krawedzie lub overlap < 0.7), ponizej ktérego nowe Sciezki sg odrzucane jako zbyt

podobne do juz znalezionych tras.

4.8. Walidacja i filtracja Sciezek

Teoria ograniczen w problemach optymalizacji

Programowanie z ograniczeniami

Walidacja Sciezek moze by¢ sformalizowana jako problem spelniania ograniczen (CSP) [130, 131],
gdzie kazda potencjalna trasa ataku musi spetnia¢ zdefiniowany zbiér warunkéw logicznych i fizycznych.

Formalna reprezentacja CSP dla walidacji Sciezek obejmuje:
— Zmienne: Wezly w Sciezce {v1, va, ..., v, } reprezentujace kolejne lokalizacje

— Dziedziny: Zbiory dozwolonych wartosci dla kazdej zmiennej, uwzgledniajace ograniczenia fi-

zyczne i logiczne
— Ograniczenia: Reguly okreslajace dozwolone kombinacje wartosci, takie jak:

— Ograniczenia tacznosci: connected(v;, viy1) = true
— Ograniczenia czasowe: time(v; — vi11) < threshold

— Ograniczenia dostepnosci: accessible(v;, context) = true

Zastosowanie w analizie bezpieczenistwa: CSP umozliwia systematyczng eliminacj¢ niewaznych

Sciezek poprzez:
— Weryfikacje zgodnosci z ograniczeniami architektonicznymi (brak przecig¢¢ ze Scianami)
— Sprawdzenie realizowalnosci czasowej (czy trasa moze by¢ pokonana w dostgpnym czasie)

— Walidacje logiczng sekwencji dziatan (dostepnos¢ kluczy, uprawnien)
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Propagacja ograniczen

Algorytmy propagacji ograniczen efektywnie eliminuja niedozwolone kombinacje poprzez zapewnie-
nie lokalnej konsystencji [132]. Proces ten znaczaco redukuje przestrzen poszukiwan poprzez wczesne
wykrywanie niespelnialnych warunkéw.

Kluczowe techniki konsystencji:

— Arc-consistency: Zapewnia, ze dla kazdej wartoSci w dziedzinie zmiennej istnieje zgodna wartosc¢

w dziedzinie kazdej sasiadujgcej zmiennej

— Path-consistency: Gwarantuje, Ze kazda para wartosci zgodnych zmiennych moze by¢ rozszerzona

o trzecig zmienng zachowujaca sp6jnos¢

— K-consistency: Uogélnienie zapewniajace spdjnos¢ dla dowolnych k-elementowych podzbioréw

zmiennych

Efektywnosé obliczeniowa: Propagacja ograniczen redukuje ztozono$¢ walidacji z O(d™) (gdzie d
to rozmiar dziedziny, n to liczba zmiennych) do znacznie mniejszych przestrzeni poprzez przycinanie

niedozwolonych kombinacji na wczesnym etapie.

Geometryczna walidacja Sciezek

Algorytmy przecig¢cia segmentow

Walidacja kolizji Sciezek z barierami architektonicznymi wymaga efektywnego wykrywania przecieé
miedzy segmentami reprezentujagcymi trasy a elementami konstrukcyjnymi [133]. Algorytm Bentley-
Ottmanna stanowi klasyczne rozwigzanie tego problemu.

Algorytm Bentley-Ottmanna: Efektywnie wykrywa wszystkie przecigcia w zbiorze n segmentow z

ztozonoscig O((n + k) logn), gdzie k to liczba przeciec [134]. Algorytm wykorzystuje:
— Lini¢ zamiatajaca: Poruszajaca si¢ w kierunku rosnacych wspétrzednych «
— Strukture danych: Zréwnowazone drzewo przechowujace aktywne segmenty
— Kolejke zdarzen: Uporzadkowane punkty poczatku, korica i przecieé segmentow
Adaptacja do analizy bezpieczenstwa:
— Reprezentacja barier architektonicznych jako segmentéw linii
— Modelowanie §ciezek ataku jako tamanych
— Identyfikacja punktéw wymagajacych specjalnych uprawnien lub narzedzi
Triangulacja Delaunaya

Triangulacja Delaunaya przestrzeni architektonicznej umozliwia efektywna walidacje dostgpnosci ob-

.....

gwarantuje, ze zaden punkt nie lezy wewnatrz okregu opisanego na ktérymkolwiek tréjkacie.

Zastosowania w walidacji $ciezek:
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— Planowanie ruchu: Wierzchotki tréjkatéw definiujg optymalne punkty nawigacyjne

— Analiza widocznosSci: Krawedzie triangulacji wyznaczaja linie bez przeszkod

— Obliczanie odleglosci: Sciezki wzdtuz krawedzi triangulacji minimalizuja dtugos¢ tras
Algorytm konstrukeji: Algorytm przyrostowy konstruuje triangulacje w czasie O(n log n) poprzez:
1. Dodawanie punktéw po kolei

2. Lokalizacje tréjkata zawierajgcego nowy punkt

3. Aktualizacje triangulacji poprzez przerzucanie krawedzi (edge flipping)

Dual graph navigation: Graf dualny triangulacji Delaunaya (diagram Voronoi) umozliwia efektywna
nawigacje miedzy obszarami o réznych wlasciwoSciach bezpieczenistwa, gdzie kazda komoérka Voronoi

reprezentuje region o jednorodnych charakterystykach ochronnych.

4.9. Integracja z metodologia EASI

Teoria niezawodnos$ci systemow

Modele szeregowo-réwnolegle
Systemy bezpieczenistwa mozna modelowac jako kombinacje elementéw szeregowych (gdzie awaria
jednego elementu powoduje awari¢ calego systemu) i réwnoleglych (z redundancja) [136, 137].
Niezawodno§¢ systemu szeregowego:
Rseries = H R;
i

Niezawodno$¢ systemu réwnoleglego:

Rparallel =1- H(l - Rz)

(2

Implikacje praktyczne dla analizy bezpieczenstwa:

— Identyfikacja stabych ogniw: W systemach szeregowych jeden niskiej jakosci element (np. R; =

0.7) drastycznie obniza catkowita niezawodno$¢, co wskazuje na priorytetowe obszary moderniza-
cji
— Ocena efektywnosci redundancji: Systemy réwnolegle wykazuja szybko malejace korzysci z do-

dawania kolejnych elementéw rezerwowych

— Optymalizacja architektury: Model umozliwia poréwnanie kosztéw implementacji redundancji

versus poprawy niezawodnosci pojedynczych komponentéw

— Planowanie konserwacji: Krytyczne elementy w faicuchach szeregowych wymagaja czestszej

kontroli i wczes$niejszej wymiany
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Procesy Markova w analizie degradacji

Degradacja systemu bezpieczenistwa moze by¢ modelowana jako proces Markova ze skoficzona liczbg
stanéw [138]. Macierz przejscia P = [p;;] opisuje prawdopodobiefistwa przejscia migdzy stanami spraw-
nos$ci systemu.

Praktyczne zastosowania modeli Markova:

— Prognozowanie awarii: Model umozliwia przewidywanie prawdopodobieristwa osiggnigcia stanu

krytycznego w okres§lonym horyzoncie czasowym

— Optymalizacja harmonograméw konserwacji: Analiza czaséw oczekiwanych migdzy stanami

pozwala na planowanie optymalnych interwatéw serwisowych

— Analiza kosztéw eksploatacji: Kazdemu stanowi mozna przypisac koszty operacyjne, umozliwia-

jac dtugoterminowa optymalizacje ekonomiczng
— Ocena strategii utrzymania: Poréwnanie réznych strategii konserwacji (proaktywna vs reak-
tywna) poprzez symulacje macierzy przejs$é
Probabilistyczna analiza $ciezek ataku

Splotowe modele czasu

Czas calkowity pokonania Sciezki ataku stanowi splot czaséw pokonania poszczegélnych elementow
[139]. Dla niezaleznych sktadnikéw:

Ftotal(t) = F1 * F2 [P Fn(t)

gdzie % oznacza operacje splotu, a F; to funkcja rozktadu czaséw sktadnikowych.

Znaczenie praktyczne analizy splotowej:

— Analiza scenariuszy czasowych: Model pozwala na obliczenie prawdopodobieristwa, ze atak zo-

stanie zakoiczony przed przybyciem sit interwencyjnych

— Identyfikacja waskich gardel czasowych: Elementy o duzej wariancji czasu pokonania wprowa-

dzaja najwicksza niepewnos¢ do catkowitego czasu ataku

— Optymalizacja czasu reakcji: Okreslenie minimalnego czasu reakcji systemu ochrony gwarantu-

jacego skuteczng interwencje z zadanym prawdopodobienstwem
— Planowanie ¢wiczen: Model dostarcza realistyczne scenariusze czasowe dla szkoler stuzb ochrony

Bayesowska aktualizacja parametrow

W miar¢ pozyskiwania nowych danych (np. z incydentéw bezpieczenstwa), parametry modelu moga

by¢ aktualizowane zgodnie z twierdzeniem Bayesa [140, 141]:

P(f|data) < P(data|d) - P(0)
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gdzie P(0) to rozklad a priori parametréw, a P(data|@) to funkcja wiarygodnosci.

Korzysci z podejscia bayesowskiego:

— Adaptacyjno$¢ modelu: System automatycznie dostosowuje swoje przewidywania na podstawie

nowych obserwacji z rzeczywistych incydentéw

— Uwzglednienie niepewnoSci: Rozklady a posteriori kwantyfikujg niepewnos$¢ oszacowan, umoz-

liwiajac podejmowanie decyzji uwzgledniajacych ryzyko

— Integracja wiedzy eksperckiej: Rozktady a priori pozwalajg na wiaczenie dos§wiadczenia specja-

listéw ds. bezpieczeristwa do modelu formalnego

— Ciagle doskonalenie: Model staje si¢ coraz dokladniejszy w miar¢ gromadzenia danych operacyj-

nych

— Analiza wrazliwos$ci: Badanie wptywu réznych rozktadéw a priori na wyniki koiicowe pozwala na

oceng¢ stabilno$ci modelu

Ograniczenia i uzasadnienie wyboru metodologii

Pomimo teoretycznych zalet wymienionych podej$¢, w niniejszej pracy zdecydowano si¢ na skupienie
na probabilistycznym modelu degradacji CPPS z nastepujacych powodow:

Ograniczenia modeli szeregowo-réwnolegltych:

— Uproszczenia strukturalne: Rzeczywiste systemy bezpieczenstwa rzadko majg czysto szeregowg

lub réwnolegty strukture, a ich modelowanie wymaga ztozonych kombinacji hybrydowych

— Brak uwzglednienia degradacji czasowej: Modele zakladajg state prawdopodobieristwa nieza-

wodnosci, nie uwzgledniajac progresywnej degradacji komponentéw

— Nieadekwatno$¢ dla cyberzagrozen: Klasyczne modele niezawodnosci nie odzwierciedlajg spe-

cyfiki atakéw cybernetycznych i hybrydowych
Praktyczne ograniczenia proceséw Markova:

— ZYozonosé obliczeniowa: Dla rzeczywistych systeméw z dziesigtkami standw macierze przejsé

stajg si¢ trudne do estymacji i interpretacji

— Zalozenie braku pamigci: Procesy Markova zakladaja, ze przyszle stany zaleza tylko od stanu

obecnego, co nie odzwierciedla skumulowanych efektéw degradacji

— Trudno$ci w parametryzacji: Estymacja macierzy przejs¢ wymaga dtugich serii danych histo-

rycznych, czesto niedostgpnych dla systeméw bezpieczenstwa
Wyzwania splotowych modeli czasu:

— Zalozenie niezalezno$ci: Czasy pokonania kolejnych barier czgsto sg skorelowane (np. przez po-

ziom umiejetnosci atakujacego)
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— Zlozonosé obliczeniowa: Analityczne obliczenie splotéw dla wielu rozkladéw staje si¢ niewyko-

nalne analitycznie

— Brak danych empirycznych: Ograniczona dost¢pnos¢ danych o rzeczywistych czasach pokonania

barier bezpieczeristwa
Ograniczenia podejs$cia bayesowskiego:

— Subiektywno$¢ rozkladow a priori: Wyboér rozktadéw a priori moze znaczaco wplywaé na wy-

niki, szczegdlnie przy ograniczonych danych

— ZYozonosé obliczeniowa: Metody MCMC wymagaja znacznych zasobéw obliczeniowych dla zto-

zonych modeli

— Trudnosci w walidacji: Ocena jakos$ci rozkladéw a posteriori w braku zewn¢trznych danych refe-

rencyjnych stanowi istotne wyzwanie

W przeciwienistwie do wymienionych ograniczefi, opracowany probabilistyczny model degradacji

CPPS oferuje praktyczne podejscie, ktore:

Uwzglednia specyfike wspotczesnych zagrozen cyber-fizycznych

Wykorzystuje parametry mozliwe do estymacji na podstawie dostepnych danych

— Zapewnia interpretowalno$¢ wynikow dla praktykujacych specjalistow ds. bezpieczenstwa

Umozliwia praktyczng implementacje w rzeczywistych srodowiskach operacyjnych

4.10. Zastosowania w cyber-fizycznych systemach bezpieczenstwa

Teoria systeméw cyber-fizycznych

Koewolucja warstw fizycznej i cybernetycznej

Cyber-fizyczne systemy bezpieczefistwa charakteryzuja si¢ Scisla integracja komponentéw fizycznych
i cybernetycznych [142, 143]. Teoria koewolucji opisuje wzajemne wptywy i petle sprzezenia zwrotnego
miedzy warstwami.

Mechanizmy koewolucji w systemach bezpieczenstwa:

— Sprze¢zenie zwrotne pozytywne: Poprawa zabezpieczen cybernetycznych prowadzi do zwigksze-
nia zaufania do systeméw fizycznych, co z kolei motywuje dalsze inwestycje w cyberbezpieczen-

Stwo

— Propagacja podatnosci: Stabosci w warstwie cybernetycznej (np. niezaktualizowane oprogramo-

wanie) bezposrednio wplywaja na skutecznos¢ barier fizycznych (np. systemy kontroli dostgpu)

— Adaptacja przeciwnika: Ewolucja metod ataku w odpowiedzi na wzmocnienia jednej warstwy

prowadzi do presji na druga warstwe systemu
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Praktyczne implikacje koewolucji: Zrozumienie mechanizméw koewolucji umozliwia:
— Przewidywanie kaskadowych efektéw modernizacji jednej warstwy na pozostale komponenty

— Optymalizacje inwestycji poprzez identyfikacje synergii miedzy ulepszeniami fizycznymi i cyber-

netycznymi
— Planowanie strategii obrony uwzgledniajacej dynamiczng nature zagrozen hybrydowych

Modele hybrydowe

Systemy hybrydowe taczg dynamike ciagla (fizyczng) z dyskretng (cybernetyczng) [144]. Automaty

hybrydowe stanowig formalny model matematyczny opisujacy takie systemy poprzez kombinacje:
— Stanéw dyskretnych: Reprezentujacych konfiguracje systemu (np. tryb normalny, alarm, blokada)
— Zmiennych ciaglych: Opisujacych parametry fizyczne (temperatura, ci$nienie, potozenie)
— Warunkéw przej$é: Definiujacych reguly zmiany stanéw na podstawie warto$ci zmiennych
Zastosowanie w modelowaniu bezpieczenstwa:
— Modelowanie systeméw HVAC: Potaczenie sterowania cyfrowego z dynamika termiczng budynku
— Systemy kontroli dostepu: Integracja czytnikéw biometrycznych z mechanicznymi barierami

— Systemy alarmowe: Fuzja danych z sensoréw analogowych z logika cyfrowg podejmowania decy-

zji
Wyzwania modelowania hybrydowego:
— Weryfikacja wtasciwosci bezpieczenistwa w nieskorficzonych przestrzeniach stanéw
— Synchronizacja miedzy zdarzeniami dyskretnymi a ewolucja ciagla

— Obstuga niepewno$ci w pomiarach i zakiécen zewnetrznych

Tworzenie si¢ wlasciwosSci systemowych

Teoria zlozonosci

Wiasciwosci bezpieczenstwa czgsto wytaniajg si¢ z interakcji miedzy prostymi skadnikami [145].
Teoria sieci ztozonych dostarcza narzedzi do analizy takich systeméw poprzez metryki charakteryzujace
strukture i dynamike sieci.

Kluczowe wlasciwosci sieci ztozonych w kontekscie bezpieczenstwa:

— Wilasciwosci malego Swiata (small-world): Krétkie Sciezki miedzy weztami przy zachowaniu lo-
kalnego klastrowania, co w systemach bezpieczeristwa oznacza szybka propagacje alarméw przy

lokalnej redundancji
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— Rozklady bezskalowe (scale-free): Obecnos¢ wezidw o bardzo wysokim stopniu (huby), ktére w

systemach bezpieczenstwa czgsto pelnig role centralnych punktéw kontroli [146]

— Odpornosé i podatnosci systemu: R6znicowanie odpowiedzi na losowe awarie versus celowe ataki

na kluczowe wezty [147]

Metryki analizy sieci bezpieczenstwa:

Betweenness centrality: Identyfikacja weztéw krytycznych dla przeptywu informacji alarmowych

— Clustering coefficient: Ocena lokalnej redundancji i odpornosci na izolowane awarie

Network efficiency: Pomiar ogdlnej efektywnosci komunikacji w systemie

Modularity: Wykrywanie naturalnych podsysteméw i ich wzajemnych zalezno$ci
Wiasciwosci bezpieczenstwa:

— Kolektywna inteligencja: Wspoélpraca prostych sensoréw prowadzi do zaawansowanych mozli-

wosci detekcji

— Samoadaptacja: System automatycznie dostosowuje swojg konfiguracje w odpowiedzi na zmie-

niajace si¢ zagrozenia

— Odpornosé na awarie: Redundancja na poziomie systemu kompensuje awarie pojedynczych kom-

ponentéw

Kaskadowe awarie (Cascading failures)

Modelowanie kaskadowych awarii w systemach bezpieczenistwa wymaga uwzglednienia ztozonych
zalezno$ci miedzy komponentami [148]. Awarie poczatkowe moga propagowac si¢ przez system, prowa-
dzac do nieproporcjonalnych skutkow.

Mechanizmy propagacji awarii:

— Przecigzenie funkcjonalne: Awaria jednego komponentu prowadzi do przekierowania obcigzenia

na elementy sasiednie

— Zaleznosci logiczne: Awaria systemu nadrzednego powoduje niefunkcjonalno$¢ komponentéw za-

leznych

— Efekty kaskadowe w czasie: Opdznione reakcje systemu na pierwotng awari¢ mogg wyzwalaé

kolejne fale awarii
Grafy zaleznoSci i sieci multipleks: Wspoélczesne narzedzia analizy obejmujg:

— Dependency graphs: Modelowanie bezpoSrednich zalezno$ci funkcjonalnych miedzy komponen-

tami

— Multiplex networks: Reprezentacja wielu typow relacji (komunikacyjne, energetyczne, logiczne)

w jednym frameworku
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— Interdependent networks: Analiza wzajemnych zaleznoSci miedzy odrebnymi sieciami (np. IT a

systemy fizyczne)
Strategie mitygacji kaskadowych awarii:

— Dywersyfikacja zaleznoSci: Unikanie koncentracji krytycznych funkcji w pojedynczych weztach

Circuit breakers: Automatyczne mechanizmy izolacji zapobiegajace propagacji awarii

Graceful degradation: Projektowanie systeméw umozliwiajacych czgsciowg funkcjonalno$¢ przy

awarii komponentéw

Adaptive reconfiguration: Dynamiczne przeprogramowanie sieci w odpowiedzi na wykryte awa-

rie
Modelowanie probabilistyczne kaskad:
— Macierze prawdopodobiefistw propagacji mi¢dzy parami weztow
— Modele progowe okres$lajace warunki przelaczenia stanéw komponentow

— Symulacje Monte Carlo dla oceny rozktadéw skutkéw potencjalnych awarii inicjujacych

4.11. Podsumowanie teoretyczne

Przedstawiona analiza teoretyczna ustanawia dobre podstawy dla algorytmicznego podejscia do ana-
lizy bezpieczeristwa opartego na teorii graféw i heurystycznym przeszukiwaniu. Przeglad literatury ujaw-
nit znaczace luki w istniejacych metodologiach, szczegdlnie w kontekscie wspoétczesnych zagrozen cyber-
fizycznych, co skierowalo badania w kierunku hybrydowego podejscia Iaczacego klasyczne metody z

nowoczesnymi technikami.

Wybér kierunku rozwoju metodologii oceny efektywnosci systeméw

Na podstawie przeprowadzonej analizy teoretycznej zdecydowano si¢ na wzmocnienie metodologii

EASI poprzez integracj¢ trzech kluczowych elementow:

1. Rozszerzenie o zagrozenia z cyberprzestrzeni: Klasyczna metodologia EASI, opracowana w erze
czysto fizycznych systemOw ochrony, wymaga adaptacji do rzeczywistosci cyber-fizycznej. Zin-
tegrowano elementy modelowania atakéw zdalnych, podatnosci systeméw IT oraz hybrydowych

scenariuszy zagrozen.

2. Wprowadzenie dynamicznego modelu degradacji: Tradycyjne zalozenie o statycznych parame-
trach skuteczno$ci barier zostalo zastgpione probabilistycznym modelem degradacji uwzgledniaja-
cym starzenie si¢ komponentdw, wzrost wiedzy przeciwnika, postep technologiczny oraz dzialania

konserwacyjne.
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3. Automatyzacje procesu analizy: Manualny charakter tradycyjnej analizy EASI ogranicza jej ska-
lowalnos¢ i spdjnosé. Zaimplementowano detekcje elementéw architektonicznych opartg o ML

(YOLO) oraz algorytmiczna eksploracje Sciezek ataku (wtasna funkcja heurystyki dla A*).

Uzasadnienie wyboréw metodologicznych

Decyzja o rozszerzeniu EASI, zamiast adaptacji alternatywnych podejs¢ (teoria gier, optymalizacja

bayesowska, modele Markova), wynikata z nastepujacych przestanek:

— Zachowanie kompatybilnoSci: EASI pozostaje standardem w branzy bezpieczenstwa, co zapewnia

akceptacje i fatwos¢ adaptacji rozwigzania

— Praktyczna implementowalno$¢: Proponowane rozszerzenia mozna wdrozy¢ stopniowo, nie wy-

magajac rewolucyjnych zmian w istniejacych procesach

— Dostepnosé danych: Model degradacji wykorzystuje parametry mozliwe do estymaciji na podsta-

wie dostepnych danych eksploatacyjnych

— Interpretowalno$é wynikéw: Zachowanie podstawowej struktury EASI zapewnia zrozumiatosc¢

wynikéw dla praktykujacych specjalistow

Wklad w teorie¢ analizy bezpieczenstwa

Opracowane podej$cie wnosi nastepujace elementy do teorii analizy bezpieczefistwa:

1. Formalizacje reprezentacji grafowej systeméw bezpieczenstwa z uzasadnieniem wyboru grafow
skierowanych dla precyzyjnego modelowania asymetrii bezpieczeristwa i jednokierunkowych prze-

ptywoéw w systemach kontroli dostepu i Sciezek ataku.

2. Rozwdj specjalizowanych funkcji heurystycznych dostosowanych do specyfiki scenariuszy bez-
pieczefistwa, wykraczajacych poza klasyczne metryki geometryczne i uwzgledniajacych czynniki
takie jak prawdopodobienstwo wykrycia, czas reakcji oraz dostgpnos¢ zasobéw, czy przygotowanie

adwersarza.

3. Integracje teorii graféw z systemami percepcji wizualnej poprzez semantyczne mapowanie
wykrytych elementéw architektonicznych na wlasciwosci bezpieczenistwa, umozliwiajace automa-

tyczne generowanie modeli grafowych z planéw 2D.

4. Teoretyczne podstawy dla wielokryteriowej eksploracji Sciezek uwzgledniajacej rézne profile
przeciwnikéw i scenariusze zagrozen poprzez adaptacyjne funkcje kosztu i mechanizmy kontroli

réznorodnosci potencjalnych tras reprezentujacych Sciezki ataku.

5. Rozszerzenie klasycznych metodologii oceny bezpieczenistwa o aspekty degradacji czasowe;j i
cyberodpornosci poprzez probabilistyczny model degradacji CPPS integrujacy pie¢ kluczowych

czynnikéw wptywajacych na dlugoterminowa skuteczno$¢ systemow.

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



4.11. Podsumowanie teoretyczne 90

6. Metodologia dla hybrydowej analizy zagrozen Iaczacy tradycyjne modele fizycznego przeta-
mywania barier z wsp6lczesnymi scenariuszami cyber-atakéw, uwzgledniajacy specyfike atakow

zdalnych i ich wptyw na systemy kontroli fizycznej.

Znaczenie dla praktyki

Przedstawione podejscie teoretyczne moze stanowi¢ fundament dla przejscia od tradycyjnych, eks-
perckich metod analizy bezpieczenistwa do zautomatyzowanych, skalowalnych i konsystentnych syste-
méw oceny zagrozenn w cyber-fizycznych §rodowiskach bezpieczenistwa. Kluczowe korzysSci praktyczne

obejmuja:

Redukcje subiektywnosci analiz poprzez formalizacje proceséw oceny

Zwigkszenie efektywnosci poprzez automatyzacje czasochtonnych proceséw manualnych

Poprawe jakoSci decyzji poprzez uwzglednienie dynamicznej natury zagrozen

Umozliwienie analizy w skali niemozliwej do osiggni¢cia metodami tradycyjnymi

— Umozliwienie racjonalnej implementacji dodatkowych srodkéw mitygacji zagrozen pochodzacych

zaréwno z obszaru fizycznego jak i cyberprzestrzeni.

Opracowana metodologia stanowi pomost migdzy dorobkiem teoretycznym a potrzebami praktyki,
oferujac narzedzia dostosowane do rzeczywisto$ci wspélczesnych systemow bezpieczernistwa charaktery-

zujacych si¢ rosnaca ztozonoscia i integracja domeny cyber-fizyczne;j.
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S. Zastosowanie duzych modeli jezykowych w konsolidacji i

analizie danych bezpieczenstwa

W poprzednim rozdziale oméwiono formalizacje wiedzy o infrastrukturze chronionego obiektu w
postaci graféw Sciezek ataku oraz heurystyczne metody ich oceny. Podejscie to pozwala w sposéb sys-
tematyczny analizowac potencjalne scenariusze dziatan przeciwnika, lecz generuje duza iloS¢ danych i
wynikéw czastkowych, ktérych interpretacja wymaga zaawansowanego wsparcia. W tym celu postanowi-
lismy uzy¢ wtasciwosci duzych modeli jezykowych (LLM), ktére dzigki zdolno$ci do syntezy informacji
i uogdlniania wnioskéw moga wspieraé proces raportowania, rekomendacji oraz integracji wiedzy z roz-
nych 7Zrédet. Rozdzial ten przedstawia wykorzystanie LLM jako kolejnego poziomu wspomagania decy-
zji, Taczacego wyniki analiz probabilistycznych i topologicznych z praktycznym wymiarem zarzadzania

bezpieczenstwem organizacji.

5.1. Duze modele jezykowe - podstawy teoretyczne

Definicja i charakterystyka LLM

Duze modele jezykowe (Large Language Models, LLM) stanowig klase modeli uczenia maszynowego
opartych na architekturze transformera, charakteryzujacych si¢ znaczng liczba parametréw (od miliardow
do bilioné6w) oraz zdolnoscia do przetwarzania i generowania tekstu w jezyku naturalnym [149, 150].

Kluczowe cechy LLM obejmuja:

— Skala parametréw: Wspétczesne modele jak GPT-4 czy Claude zawierajg setki miliardéw para-

metréw, umozliwiajac reprezentacje ztozonych wzorcéw jezykowych

— Pretrening na duzych korpusach: Modele trenowane sa na rozlegtych zbiorach tekstéw z inter-

netu, ksigzek i innych Zrédel, obejmujacych tryliony tokenéw

— ZdolnoSci: Przy przekroczeniu pewnej skali pojawiajg si¢ nieoczekiwane zdolnosci, takie jak ro-

zumowanie wieloetapowe czy rozwigzywanie probleméw matematycznych

— Uniwersalno$¢ zastosowan: Jeden model moze wykonywac réznorodne zadania jezykowe bez spe-

cjalistycznego treningu
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Architektura transformer i mechanizm uwagi

Architektura transformer [149] stanowi fundament wspdtczesnych LLM, wykorzystujagc mechanizm

uwagi (attention) do przetwarzania sekwencji tokendw:

. QKT
Attention(Q, K, V') = softmax 1%
Vg

gdzie () (queries), K (keys) i V' (values) to macierze reprezentujace rézne aspekty danych wejscio-
wych, a dj to wymiarowo$¢ klucza.

Kluczowe komponenty architektury:

Multi-head attention: Réwnolegte przetwarzanie réznych aspektéw relacji miedzy tokenami
— Feed-forward networks: Nicliniowe transformacje w kazdej warstwie

— Residual connections: Potaczenia resztkowe utatwiajace trenowanie glebokich sieci

— Layer normalization: Stabilizacja procesu uczenia

Tokenizacja i reprezentacja tekstu

Proces przetwarzania tekstu w LLM rozpoczyna si¢ od tokenizacji - dzielenia tekstu na podstawowe
jednostki zwane tokenami [151]:

Rodzaje tokenizacji:

— Word-level: Kazde stowo jako osobny token (rzadko uzywane ze wzgledu na wielko$¢ stownika)
— Character-level: Kazdy znak jako token (nieefektywne dla dlugich sekwencji)

— Subword tokenization: Podzial na fragmenty siéw, najpopularniejsze podejscia:

— Byte Fair Encoding (BPE): Iteracyjne faczenie najczestszych par znakow
— SentencePiece: Unifikowane podejScie traktujace spacje jako zwykte znaki

— WordPiece: Wykorzystywane w modelach BERT i pochodnych

Wilasciwosci tokenow:

Jeden token odpowiada Srednio 3-4 znakom w jezyku angielskim

Stowniki wspélczesnych modeli zawierajg 50,000-100,000 tokenéw

Tokeny specjalne oznaczaja poczatek/koniec sekwencji, nieznane stowa

Encoding pozycyjny dodaje informacje¢ o kolejnoSci tokenéw w sekwencji
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Proces treningu i fine-tuningu

Wspbtczesne LLM przechodza wieloetapowy proces trenowania:

Pretrening (unsupervised):

— Przewidywanie nastgpnego tokena w sekwencji (autoregresyjna funkcja straty)

Trenowanie na rozlegtych, nieoznaczonych korpusach tekstowych

Wykorzystanie ogromnych zasobéw obliczeniowych (tysiace GPU przez miesiace)

Funkcja straty: L = — > log P(w;|wi, ..., w;—1)

Fine-tuning (supervised):

— Dostrajanie modelu na specjalistycznych zbiorach danych

Instruction tuning - uczenie wykonywania instrukcji w jezyku naturalnym

Reinforcement Learning from Human Feedback (RLHF) - optymalizacja zgodnie z preferencjami

ludzkimi

Constitutional Al - trenowanie zgodne z okre§lonymi zasadami etycznymi

ZdolnoSci i ograniczenia LLM

Zdolnosci LLM:
— Few-shot learning: Wykonywanie zadar na podstawie kilku przyktadéw w kontekscie

— Chain-of-thought reasoning: Rozwigzywanie probleméw przez eksplicytne przedstawienie kro-

kéw rozumowania
— Transfer learning: Zastosowanie wiedzy z jednej domeny do innych
— Multimodalne mozliwosci: Integracja tekstu z obrazami, dZwigkiem (w najnowszych modelach)
Istotne ograniczenia:

— Brak dostepu do aktualnych informacji: Wiedza ograniczona do daty granicznej zbioru trenin-

gowego
— Halucynacje: Generowanie wiarygodnie brzmiacych, ale nieprawdziwych informacji

— Ograniczenia kontekstowe: Maksymalna dlugos¢ przetwarzanej sekwencji (obecnie 32k-200k to-

kenow)
— Brak trwalej pamieci: Kazda konwersacja rozpoczyna si¢ od nowa

— Nieprzewidywalno$¢: Trudno$¢ w zagwarantowaniu deterministycznych wynikéw
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Zastosowania w analizie danych i automatyzacji

Modele LLM znajduja szerokie zastosowanie w analizie i przetwarzaniu informacji:

Przetwarzanie dokumentoéw: Ekstrakcja informacji, streszczanie, analiza sentymentu

Generacja kodu: Automatyczne pisanie i debugowanie programéw

Analiza danych: Interpretacja wynikéw, generowanie raportéw

Wspomaganie decyzji: Analiza scenariuszy, identyfikacja wzorcéw

— Interfejsy konwersacyjne: Umozliwienie interakcji z systemami w jezyku naturalnym

W kontek$cie analizy bezpieczenstwa, LLM moga wspiera¢ procesy oceny zagrozefi poprzez auto-
matyczng interpretacje planéw, identyfikacje potencjalnych stabosci oraz generowanie scenariuszy testo-

wych, co stanowi przedmiot dalszej analizy w niniejszej pracy.

5.2. Teoretyczne podstawy integracji LLM w automatyzacji oceny syste-

mow bezpieczenstwa

Automatyczna detekcja elementéw infrastruktury, konstrukcja graféw reprezentujacych racjonalne
Sciezki ataku oraz heurystyczna ocena z wykorzystaniem algorytmu A* generuja rozlegte, wielowymia-
rowe zbiory danych charakteryzujace profile zagrozen. Transformacja tych danych technicznych w prak-
tyczne wnioski strategiczne stanowi klasyczny problem przejScia od analizy iloSciowej do syntezy jako-
$ciowej — obszar, w ktérym duze modele jezykowe (LLM) wykazuja szczegélne kompetencje [150, 152].

Z perspektywy reprezentacji informacji, problem ten mozna sformalizowa¢ jako transformacje:
T: Dtechm'cal X Ccontext — Rstrategic

gdzie:

— Dyechnical Teprezentuje skonsolidowane dane z analizy Sciezek, parametry systeméw bezpieczei-

stwa i charakterystyki infrastruktury
— Cleontext Obejmuje kontekst zewnetrzny (geopolityczny, sSrodowiskowy, operacyjny)

— Rstrategic stanowi zestaw rekomendacji strategicznych z priorytetyzacjg i analizg cost-benefit

Paradygmat przejscia od fragmentarycznej do holistycznej analizy

Tradycyjne podejscia do oceny systeméw bezpieczenstwa charakteryzuja si¢ fragmentarycznoscia,
czyli oddzielna analizg poszczeg6lnych komponentéw (sensory, bariery, procedury) z péZniejsza proba
ich integracji przez ekspertéw. Taka metodologia prowadzi do sub-optymalizacji lokalnej, gdzie optyma-

lizacja pojedynczych elementéw nie gwarantuje optymalnosci systemu jako catosci [7].

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



5.3. Teoretyczne podstawy strukturyzowanej inZynierii promptow w domenie bezpieczernstwa 95

Wiasciwosci systeméw bezpieczenstwa

Systemy bezpieczefistwa fizycznego wykazuja wlasciwosSci wynikajace z interakcji miedzy kompo-
nentami, ktére nie s3 widoczne przy analizie izolowanych elementéw. LLM, dzigki zdolnosci do prze-
twarzania kontekstu o znacznej rozpigtosci, mogg identyfikowac te wytaniajace si¢ wzorce poprzez:

Analize korelatywna: Identyfikacje ukrytych zaleznosci miedzy pozornie niezaleznymi elementami
systemu, takimi jak wplyw degradacji jednego sensora na efektywnos¢ catego taincucha detekcji.

Kontekstowa interpretacje¢: Uwzglednienie czynnikéw zewnetrznych (wydarzenia geopolityczne,
zmiany w metodach operacyjnych przeciwnikow) w ocenie lokalnych parametréw bezpieczenstwa.

Temporalng synteze: Integracje statycznych parametréw systemow z dynamicznymi modelami de-

gradacji czasowej w celu przewidywania ewolucji profilu zagrozen.

Teoria zlozonos$ci obliczeniowej w kontekscie analizy bezpieczeristwa

Problem kompleksowej analizy systeméw bezpieczefistwa mozna sklasyfikowaé jako nalezacy do
klasy NP-trudnych ze wzgledu na kombinatoryczng eksplozje mozliwych scenariuszy ataku oraz nieli-
niowe interakcje miedzy zmiennymi systemu. LLM oferuja aproksymacyjne rozwiazanie tego problemu
poprzez wykorzystanie wzorcow nauczonych na rozlegtych korpusach tekstu zawierajacych wiedze eks-
percka.

Z perspektywy teorii aproksymacji, LLM mozna interpretowaé jako funkcje frras : R” — R™
aproksymujaca niedostepng analitycznie funkcje eksperckiej oceny feypert, gdzie jakoS¢ aproksymaciji

zalezy od:
— Reprezentatywnosci danych treningowych wzgledem domeny bezpieczenstwa
— AdekwatnoSci architektury modelu do problemu wielokryteriowej optymalizacji

— EfektywnoS$ci mechanizméw prompt engineering w przekazywaniu kontekstu domenowego

5.3. Teoretyczne podstawy strukturyzowanej inzynierii promptow w do-

menie bezpieczenstwa

Efektywne wykorzystanie duzych modeli jezykowych w analizie systemow bezpieczefistwa wymaga
systematycznego podejScia do konstrukcji promptéw, ktére przekracza proste zapytania dorazne. Inzy-
nieria promptéw w tym kontekScie stanowi proces przeksztatcania nietekstowych danych technicznych
(wyniki A*, parametry COG, dane degradacyjne) w strukturyzowane zapytania umozliwiajagce LLM ge-

nerowanie warto$ciowych spostrzezen analitycznych [153, 154].

Teoria strukturyzowanego prompt engineering

Klasyczne podejscie do inzynierii promptow opiera si¢ na iteracyjnym dostrajaniu zapytan przez eks-
pertéw domenowych. Jednak w kontekScie analizy bezpieczeristwa, gdzie sp6jnos¢ i powtarzalnoS¢ sg
krytyczne, wymagane jest bardziej systematyczne podej$cie oparte na formalnych szablonach. Te tzw.

strukture "template-based prompt engineering"mozna sformalizowa¢ jako funkcje kompozycji:
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Pkoﬁcowy = T(Sstrukturaa Ddomenaa Okontek:st)
gdzie:

— Sstruktura T€prezentuje meta-strukture analityczng (sekwencja pytan, poziomy abstrakcji, relacje

przyczynowo-skutkowe)

— Dgomena 0znacza specjalistyczng wiedz¢ domenowa (terminologia bezpieczenstwa, standardy

branzowe, typowe wzorce zagrozef)
— Crontekst obejmuje dane kontekstowe specyficzne dla analizowanego przypadku

— T jest operatorem kompozycji szablonéw implementowanym przez biblioteke Outlines

Optymalizacja zapytan z uzyciem strukturyzowanej generacji promptéw na przykla-
dzie biblioteki ,,Outlines”

Biblioteka Outlines wprowadza fundamentalng zmiane w podejSciu do konstrukcji promptéw poprzez
implementacje structured generation - mechanizmu wymuszajgcego okreslone formaty wyjSciowe bez-
posrednio na poziomie procesu generowania tekstu przez LLM [155]. Podejscie to eliminuje tradycyjne
ograniczenia zwigzane z nieprzewidywalnoscig formatéw wyjsciowych oraz koniecznos$cig kosztownego

post-processingu, oferujac bezposrednig kontrole nad strukturg generowanych analiz bezpieczeristwa.

Teoretyczne podstawy structured generation

Tradycyjne podejscia do formatowania wyjScia LLM opieraja si¢ na post-processingu, czyli generacji
swobodnego tekstu z péZniejszym parsowaniem i walidacjg. Metodologia ta wprowadza jednak znaczace
ryzyko utraty informacji oraz generuje dodatkowe koszty obliczeniowe zwigzane z wieloetapowym prze-
twarzaniem. Outlines implementuje alternatywne podejécie w postaci generacji strukturyzowanej, gdzie
ograniczenia formatu sa egzekwowane w trakcie procesu generowania na poziomie ’logitéw’, zapewnia-

jac jednoczesnie efektywnos$¢ obliczeniowg oraz deterministyczno$¢ wynikow.

Matematycznie, standardowy proces generowania mozna opisa¢ jako:
P(z¢|x14-1) = softmax(f(z1:4-1))

gdzie f reprezentuje forward pass modelu jezykowego. Outlines modyfikuje ten proces, wprowadzajac

constraint function C:

Pconstrained<xt|x1:t—1) - SOftmaX(C(f($1:t—1)))

gdzie C' zeruje prawdopodobienistwa tokenéw naruszajacych okre$lone constraints, efektywnie kierujac

proces generowania w stron¢ pozadanych struktur wyjsciowych.
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Hierarchiczna organizacja wiedzy eksperckiej Biblioteka "outlines"umozliwia implementacje hie-
rarchicznej struktury wiedzy eksperckiej poprzez zagniezdzone szablony i logike warunkowa, co stanowi
istotny postep w systematyzacji proceséw analitycznych. Ta architektura odzwierciedla naturalng organi-
zacje eksperckiego mySlenia o bezpieczenstwie, gdzie rézne poziomy abstrakcji wymagaja réznych typow
rozumowania oraz dostgpu do specyficznych zbioréw wiedzy domenowe;j.

Na poziomie strategicznym funkcjonuja ogélne zasady oceny ryzyka, wymagania zgodnoSci regula-
cyjnej oraz analiza wptywu incydentéw bezpieczeristwa na ciaggto$¢ dziatalnoSci organizacji. Ten poziom
charakteryzuje si¢ wysokim stopniem abstrakcji oraz orientacjg na dlugoterminowe konsekwencje decyzji
bezpieczenstwa. Poziom taktyczny obejmuje specyficzne dla typu obiektu modele zagrozer, typowe wek-
tory ataku charakterystyczne dla danej branzy oraz standardowe Srodki przeciwdziatania wypracowane
przez praktyke ekspercka. Poziom operacyjny koncentruje si¢ na szczegétowych parametrach technicz-
nych systemow bezpieczenistwa, specyfikacjach konfiguracji sprz¢towych oraz precyzyjnych procedurach
konserwacji i utrzymania.

Hierarchiczno$¢ ta pozwala na adaptacyjne generowanie promptéw dostosowanych do wymaganego
poziomu abstrakcji oraz automatyczne zarzadzanie zlozonoScig kontekstu w zalezno$ci od ograniczen

tokenowych, co jest kluczowe dla ekonomicznej efektywnosci systemu w Srodowiskach produkcyjnych.

Budowanie szablonu i jego modularno$¢ Biblioteka "outlines"implementuje zaawansowane mechani-
zmy template composition, umozliwiajace sktadanie ztozonych promptéw z modularnych komponentéw
w sposéb analogiczny do zasad inzynierii oprogramowania. Kazdy modul moze by¢ niezaleznie testo-
wany, walidowany i optymalizowany, co prowadzi do bardziej niezawodnych i zarzadzalnych systeméw
analitycznych, jednocze$nie umozliwiajac iteracyjne doskonalenie poszczegdlnych aspektéw analizy bez
wplywu na catos$¢ systemu.

Proces kompozycji mozna sformalizowacé jako:
%omposite =TioTyo0...07,

gdzie kazdy 7; reprezentuje specjalizowany szablon odpowiedzialny za konkretny aspekt analizy (detek-
cja anomalii, ocena ryzyka, generowanie rekomendacji). Taka modularno$¢ umozliwia nie tylko efek-
tywne zarzadzanie ztozonoScia, ale réwniez elastyczne dostosowywanie procesu analitycznego do specy-

ficznych wymagan réznych typéw obiektéw lub scenariuszy bezpieczenstwa.

5.4. Wykrywanie wzorcow i anomalii jako wlaSciwosé LLM

Teoretyczne podstawy rozpoznawania wzorcéow w LLM

Duze modele jezykowe wykazujg zdolnosci do identyfikacji wzorcéw, ktére nie byly bezposrednio
obecne w danych treningowych. W kontekscie analizy bezpieczenistwa ta wlasciwos$¢é moze prowadzi¢ do
odkrycia nieoczywistych korelacji miedzy pozornie niezaleznymi parametrami systemu [152, 156].

Mechanizm ten mozna teoretycznie opisac jako proces niejawnej ekstrakcji cech, gdzie model iden-

tyfikuje ukryte reprezentacje w przestrzeni wysokowymiarowe;j:
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fwzorce :R" — Rka E<n

gdzie wysokowymiarowa przestrzefi wejsciowa R™ (zawierajaca wszystkie parametry techniczne sys-
temu) jest mapowana do niskowymiarowej przestrzeni wzorcéw RF, w ktérej wylaniajace si¢ wzorce

staja si¢ identyfikowalne.

Detekcja anomalii jako produkt uboczny analizy kontekstowej

Modele LLLM mogg identyfikowa¢ anomalie nie poprzez bezposrednig analize statystyczna, lecz jako
konsekwencje kontekstowego rozumowania wzgledem oczekiwanych wzorcéw w domenie bezpieczen-
stwa. Ten mechanizm rézni si¢ znaczaco od tradycyjnych metod detekcji anomalii:

Kluczowe roznice w podejsSciu:

— Semantyczne vs. statystyczne: Tradycyjne metody opierajg si¢ na odchyleniach statystycznych od
normy, podczas gdy LLM rozpoznaja anomalie na podstawie semantycznego znaczenia i logicznej

spéjnosci

— Kontekst vs. izolacja: Klasyczne algorytmy analizujg dane punktowo, LLM uwzgledniaja szeroki

kontekst i wzajemne relacje miedzy elementami

— Adaptacyjnos$é: LLM mogg dostosowywac definicje "normalnosci"do specyfiki danego Srodowi-

ska bez konieczno$ci ponownego treningu

— Wielomodalno$é: Zdolnos¢ do integracji ré6znych typéw informacji (tekst, metadane, kontekst cza-

sowy) w jednym procesie analizy

Kategorie anomalii wykrywanych przez LLM:

Anomalia kontekstowa: Element moze by¢ statystycznie normalny, ale odstajacy od normy w okre-
Slonym kontek$cie operacyjnym (np. sensor o standardowych parametrach umieszczony w nietypowej
lokalizacji wzgledem procedur bezpieczenstwa lub logiki architektury budynku)

Anomalia czasowa: Konfiguracja moze by¢ optymalna obecnie, ale anomalna w perspektywie dlugo-
terminowej degradacji systemu lub zmieniajacych si¢ wzorcow zagrozen (np. system skuteczny przeciwko
tradycyjnym intruzom, ale podatny na nowoczesne techniki cyber-fizyczne)

Anomalia miedzydziedzinowa: Wzorzec moze by¢ normalny w dziedzinie bezpieczenstwa fizycz-
nego, ale anomalny, gdy uwzglednia si¢ kontekst geopolityczny, regulacyjny lub technologiczny (np. stan-
dardowe zabezpieczenia nieadekwatne do aktualnego poziomu zagrozenia)

Anomalia logiczna: Konfiguracje spetniajace formalne wymagania, ale naruszajgce logike bezpie-
czenistwa lub dobre praktyki (np. systemy zapasowe umieszczone w tej samej strefie ryzyka co systemy
gtéwne)

Anomalia emergentna: Wlasciwosci anomalne wylaniajace si¢ z interakcji migdzy normalnie funk-
cjonujacymi komponentami (np. interferencja miedzy systemami, ktére indywidualnie dziataja prawi-
dtowo)

Przewagi nad metodami klasycznymi:
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— Redukcja false positives: Lepsze rozumienie kontekstu zmniejsza liczbe falszywych alarméw

— Wykrywanie anomalii "zero-day'': Identyfikacja nowych typéw zagrozen niewystepujacych w

danych treningowych

Wyjasnialno$¢: Mozliwos$¢ generowania zrozumiatych wyjasnien dlaczego co$ zostato uznane za

anomali¢

Adaptacja do domeny: Automatyczne dostosowanie do specyfiki konkretnego obiektu bez manu-

alnej konfiguracji

Nowe perspektywy analityczne wykraczajace poza ekspercka intuicj¢

Kluczowa wartoScig teoretyczng analizy opartej na LLM jest potencjal do generowania spostrzezen,
ktére wykraczaja poza tradycyjne wzorce eksperckiego myslenia. Mechanizm ten mozna skonceptuali-

zowac jako:

Inowe = ‘C(Dkompleksowe) \ g(Dspecjalistyczne)

gdzie L(Dyompleksowe) Feprezentuje zbior spostrzezen generowanych przez LLM na podstawie komplek-
sowego kontekstu danych, a £ (Dspecjali stycme) oznacza spostrzezenia dostepne tradycyjnej analizie eks-
perckiej skupionej na okreslonych obszarach specjalistycznych.

Ta réznica moze wynikac z:

— Transferu wiedzy mi¢dzydziedzinowej: LLM moze stosowaé wzorce z innych dziedzin (cyber-

bezpieczenstwo, planowanie miejskie, zarzadzanie kryzysowe) do bezpieczefistwa fizycznego

— Skalowalnego rozpoznawania wzorcéw: Zdolno$¢ do jednoczesnej analizy wszystkich parame-

tréw systemu bez ograniczen poznawczych wptywajacych na ekspertéw ludzkich

— Integracji perspektywy czasowej: Naturalne uwzglednienie dlugoterminowych trendéw degra-

dacyjnych w krétkoterminowych rekomendacjach taktycznych

5.5. Konsolidacja i strukturyzacja danych dla potrzeb analitycznych

Teoretyczne podstawy konsolidacji danych

Problem konsolidacji heterogenicznych danych pochodzacych z r6znych etapéw automatycznej ana-
lizy stanowi przypadek szczeg6lny szerszej teorii fuzji informacji [157], wymagajacy zaadoptowania kla-
sycznych podejs$¢ do specyfiki domeny bezpieczenistwa. Proces ten obejmuje integracje wynikéw z sys-
temow detekcji obiektéw YOLO, konstrukcji modeli grafowych, algorytméw wyszukiwania Sciezek A*,
oraz mapowania kontekstowego COG, gdzie kazdy komponent generuje dane o réznej naturze, szczegd-

fowosci oraz poziomie abstrakcji semantycznej.
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Rozwigzywanie luki semantycznej stanowi znaczne wyzwanie teoretyczne w procesie konsolidaciji,
wymagajace systematycznej transformacji numerycznych identyfikatoréw w znaczace etykiety seman-
tyczne dostepne dla analizy eksperta. Problem ten wykracza poza proste mapowanie jeden-do-jeden,
poniewaz czesto wymaga kontekstualnej interpretacji, gdzie ten sam numeryczny identyfikator wezla
grafu moze reprezentowac rézne elementy architektoniczne w zaleznosci od jego pozycji topologiczne;j,
relacji z sgsiadujacymi weztami oraz charakterystyki funkcjonalnej w ramach szerszego systemu bezpie-
czeristwa. Proces ten wymaga opracowania zaawansowanych ontologii domenowych oraz mechanizméw
wnioskowania kontekstualnego, ktére moga skutecznie przetozy¢ abstrakcyjne reprezentacje matema-
tyczne na intuicyjne reprezentacje eksperckie.

Wyzwanie wyréwnania szczegétowosci dotyczy istotnej réznicy miedzy szczegdtowoscig danych
technicznych generowanych przez systemy automatyczne a poziomem abstrakcji wymaganym do stra-
tegicznego podejmowania decyzji przez kierownictwo organizacji. Systemy automatyczne moga genero-
wac tysiagce precyzyjnych parametréw technicznych dotyczacych konkretnych elementéw infrastruktury,
podczas gdy decydenci potrzebujg skonsolidowanych, wysokopoziomowych wskaZnikéw informujacych
0 ogdlnym stanie bezpieczefistwa oraz priorytetach dziatar naprawczych. Teoretyczne podejscie do tego
problemu wymaga opracowania hierarchicznych struktur agregacji, ktére moga skutecznie redukowac
wymiarowo$¢ danych przy jednoczesnym zachowaniu krytycznej informacji niezbednej do podejmowa-
nia §wiadomych decyzji strategicznych.

Zarzadzanie propagacja niepewnosci przez kolejne etapy potoku analitycznego stanowi jeden z naj-
bardziej ztozonych aspektéw teoretycznych catego procesu. Kazdy etap automatycznej analizy wprowa-
dza wtasne Zrédta niepewnosci - od btedow klasyfikacji w systemach YOLO, przez nieprecyzyjnosci w
konstrukcji graféw, po heurystyczne przyblizenia w algorytmach wyszukiwania Sciezek. Tradycyjne po-
dejscia do propagacji niepewnosci, oparte na teorii prawdopodobiefistwa czy teorii zbioréw rozmytych,
moga nie by¢ adekwatne do specyfiki nieliniowych zalezno$ci charakterystycznych dla systeméw bezpie-
czenistwa. Konieczne moze by¢ opracowanie specjalizowanych metodologii uwzgledniajacych korelacje
miedzy réznymi Zrédtami niepewnosci oraz ich nieaddytywny charakter w kontekscie oceny ryzyka bez-

pieczenistwa.

Model hierarchicznej konsolidacji danych

Efektywna konsolidacja danych w kontekscie analizy systeméw bezpieczeistwa wymaga przyjecia
hierarchicznej struktury uwzgledniajacej rézne poziomy abstrakcji analitycznej, gdzie kazdy poziom
stuzy okreSlonej funkcji w faficuchu warto$ci analitycznej oraz adresuje specyficzne potrzeby réznych

grup interesariuszy.

Warstwa danych surowych stanowi fundament calej struktury analitycznej, gromadzac nieprzetwo-
rzone wyjscia z systeméw automatycznej detekcji bez jakiejkolwiek interpretacji kontekstowej. Na tym
poziomie funkcjonuja podstawowe dane techniczne, takie jak ramki ograniczajgce obiekty wykryte przez
systemy wizyjne, wspotrzedne weztéw w modelach grafowych reprezentujacych topologie budynku, czy
wagi krawedzi odzwierciedlajgce koszty poruszania si¢ miedzy réznymi elementami infrastruktury. Klu-

czowg charakterystyka tej warstwy jest jej neutralno$¢ semantyczna - dane pozostajag w postaci nume-
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rycznej, bez przypisanej interpretacji domenowej, co zapewnia elastyczno$¢ w péZniejszym przetwarza-
niu oraz umozliwia wielokrotne wykorzystanie tych samych danych bazowych w réznych kontekstach
analitycznych.

Warstwa semantyczna wprowadza transformacje danych surowych w informacje znaczace poprzez
mapowanie na specjalizowane konteksty domenowe. Proces ten obejmuje przypisanie semantycznych
etykiet do wykrytych obiektéw (identyfikacja konkretnych typéw elementéw architektonicznych), kla-
syfikacje funkcji bezpieczefistwa poszczegSlnych komponentéw systemu ochrony oraz ocen¢ istotnoSci
identyfikowanych zagrozen w konteks$cie specyficznych scenariuszy operacyjnych. Ta warstwa stanowi
kluczowy mostek miedzy technicznymi mozliwo$ciami systeméw automatycznych a ekspercka wiedza
domenowa, umozliwiajac skuteczna komunikacje miedzy komponentami technologicznymi a analitykami
bezpieczenstwa.

Warstwa analityczna koncentruje si¢ na agregacji i wyprowadzaniu wysokopoziomowych metryk oraz
spostrzezen analitycznych z danych semantycznych. Na tym poziomie generowane sa wskazniki podatno-
$ci systemu na rézne typy atakow, identyfikowane sa luki w pokryciu monitoringowym czy fizycznym,
oraz kalkulowane wspdiczynniki efektywnosci kosztowej réznych opcji modernizacyjnych. Proces ana-
lityczny moze wykorzystywaé zarowno deterministyczne algorytmy, jak i probabilistyczne modele, w
zaleznoSci od charakteru analizowanych probleméw oraz dostgpnosci danych historycznych. Kluczowym
aspektem tej warstwy jest jej zdolno$¢ do syntezy fragmentarycznych obserwacji w koherentny obraz
stanu bezpieczeristwa.

Warstwa strategiczna reprezentuje najwyzszy poziom abstrakcji, transformujac wyniki analityczne w
rekomendacje wysokiego poziomu oraz podsumowania wykonawcze dostosowane do potrzeb podejmo-
wania decyzji przez kierownictwo organizacji. Na tym poziomie techniczne szczeg6ly sa abstrahowane
w zestaw klarownych wskazéwek, ktére moga bezposrednio informowac procesy planowania strategicz-
nego, alokacji budzetu bezpieczenistwa oraz priorytetyzacji inicjatyw modernizacyjnych. Warstwa ta musi
uwzgledniaé nie tylko techniczne aspekty bezpieczefistwa, ale rowniez ograniczenia organizacyjne, re-

gulacyjne oraz finansowe charakterystyczne dla konkretnego kontekstu operacyjnego.

Optymalizacja konsolidacji oparta na teorii informacji

Z perspektywy teorii informacji, proces konsolidacji mozna zoptymalizowac¢ poprzez maksymalizacje

zawartoS$ci informacyjnej przy jednoczesnej minimalizacji redundancji [158]:

mCaXI(C, Dskonsolidou}ane) - A R(C)
gdzie:

— I(C; Dskonsolidowane ) eprezentuje informacje wzajemng miedzy reprezentacja skonsolidowang C

a danymi oryginalnymi
— R(C) oznacza miar¢ redundancji w danych skonsolidowanych

— ) jest parametrem kompromisu migdzy kompletnoscig a zwigztoscig
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5.6. Zarzadzanie tokenizacjg i ekonomia LLM w aplikacjach bezpie-

czenstwa

Teoretyczne podstawy ekonomii tokenéw w aplikacjach LLM

Praktyczne wykorzystanie LLM w aplikacjach przedsiebiorczych wymaga zaawansowanego zrozu-
mienia ekonomii tokenéw i jej wplywu na skalowalno$¢ analizy [159]. Problem mozna sformalizowac

jako optymalizacje z ograniczeniami:

max V(j) przy ograniczeniu C(t) < B, t= f(j)
J7

gdzie:
— V(j) reprezentuje wartos¢ analityczng jako funkcje jakosci analizy
— (C'(t) oznacza koszt jako funkcje zuzycia tokenow
— B jest ograniczeniem budzetowym

— t = f(j) reprezentuje relacje migedzy glebokoscig analizy a wymaganiami tokenowymi

Outlines jako struktura optymalizacji tokenowej

Biblioteka Outlines wprowadza fundamentalng zmiane w podej$ciu do ekonomii tokenowej w kontek-
Scie analizy bezpieczenistwa, oferujac teoretyczne podstawy dla systematycznej optymalizacji proceséw
generowania treSci przez LLM. Kluczowa innowacja tej biblioteki jest mozliwo$¢ przeksztatcenia tra-
dycyjnie jednorazowych, kosztownych konstrukcji promptéw w wielokrotnie wykorzystywane struktury
analityczne.

Mechanizm ponownego wykorzystania szablonéw stanowi fundament ekonomicznej efektywnosci
systemu. W przeciwienstwie do tradycyjnych podejs$¢, gdzie kazda analiza wymaga konstrukcji dedyko-
wanego prompta od podstaw, Outlines umozliwia amortyzacj¢ kosztéw konstrukcji promptéw w wielu
przypadkach analizy. Szczegdlnie w §rodowiskach operacyjnych, gdzie podobne typy oceny bezpieczeni-
stwa przeprowadzane sg regularnie, oszczednosci wynikajace z wielokrotnego wykorzystania przemy-
§lanie zaprojektowanych szablonéw moga by¢ znaczace zaréwno pod wzgledem czasu, jak i kosztow
tokenowych.

Strukturyzowane generowanie stanowi kolejny obszar optymalizacji, gdzie Outlines wymusza okre-
Slone formaty wyjsSciowe bezposrednio w procesie generowania, eliminujac potrzebe kosztownego post-
processingu. Tradycyjne podejScia czesto wymagaja dodatkowych iteracji przetwarzania w celu uzyskania
pozadanej struktury danych wyjSciowych, co generuje dodatkowe koszty tokenowe oraz zwigksza ryzyko
wprowadzenia btedéw w procesie transformacji. Poprzez wbudowang kontrole formatowania, Outlines
redukuje te koszty do minimum, jednocze$nie gwarantujac sp6jnos¢ i przewidywalno$¢ wynikow.

Implementacja logiki warunkowej w ramach biblioteki umozliwia dynamiczna adaptacj¢ promptow

oparta na dostepnym kontekscie, eliminujac niepotrzebng rozwlektos¢ charakterystyczng dla statycznych
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szablonéw. System moze automatycznie dostosowaé poziom szczegdtowosci analizy w zaleznoSci od
poziomu skomplikowania analizowanego przypadku, dostepnych danych wejsciowych oraz specyficznych
wymagan analitycznych. Taka adaptacyjnos¢ nie tylko optymalizuje wykorzystanie tokendw, ale réwniez
poprawia jako$¢ merytoryczna generowanych analiz poprzez lepsze dopasowanie do specyfiki kazdego
przypadku.

Kompozycja hierarchiczna reprezentuje najbardziej zaawansowany aspekt optymalizacji tokenowej
w Outlines, oferujac modularng konstrukcje promptéw z precyzyjng kontrolg nad alokacja tokendw na
réznych poziomach abstrakcji analitycznej. Podejécie to umozliwia tworzenie zlozonych struktur anali-
tycznych, gdzie poszczegdlne moduty moga by¢ niezaleznie optymalizowane pod wzgledem tokenowym,
a nastepnie komponowane w kompleksowe ramy analityczne. Taka modularnos¢ jest szczegdlnie warto-
Sciowa w analizie systemow bezpieczefistwa, gdzie rézne aspekty oceny moga wymagac réznego poziomu

szczegblowosci i réznych metodologii analitycznych.

Strategiczna alokacja tokenéw w analizie wielokryteriowej

W zlozonej analizie bezpieczefistwa wymagajacej wielu perspektyw analitycznych, strategiczna alo-

kacja tokenéw moze by¢ modelowana jako problem optymalizacji wielokryteriowej:

k k
max [Z w; - V;(tz)] przy ograniczeniu Z t; < Teatkowite
i=1

1yt e
gdzie:
— t; reprezentuje alokacje tokenéw dla wymiaru analitycznego ¢
— Vi(t;) oznacza funkcje warto$ci dla wymiaru ¢
— w; sg wagami waznoS$ci odzwierciedlajacymi priorytety organizacyjne

— Teatkowite jest catkowitym dostepnym budzetem tokenowym

Outlines umozliwia implementacje tej strategii poprzez logike szablonéw warunkowych, ktéra auto-
matycznie dostosowuje ztozonos$¢ promptéw do dostepnego budzetu tokenowego przy zachowaniu prio-

rytetéw analitycznych.

5.7. Synteza teoretyczna i implikacje metodologiczne

Charakter analizy bezpieczenstwa wspomaganej przez LLM

Integracja LLM z automatyczng analizg infrastruktury prowadzi do zdolnosci analitycznych, ktére
jakoSciowo przekraczaja sume¢ poszczegdlnych komponentéw. Tego rodzaju charakter moze by¢ teore-

tycznie opisany jako:

Arpv+Auto € Aoy U Asuto
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gdzie A7t Auto Teprezentuje zdolnosci analityczne zintegrowanego systemu, a Az s i Ayt 0Zna-

czaja zdolnosci izolowanego LLM i automatycznej analizy odpowiednio.

Teoretyczne ograniczenia i zakres stosowalnosci

Mimo znaczacego potencjatu, analiza bezpieczefistwa oparta na LLM napotyka na znaczne ograni-
czenia teoretyczne, ktére wymagaja szczegdlnej uwagi w kontekscie aplikacji o krytycznym znaczeniu
dla bezpieczeristwa.

Podstawowe ograniczenie epistemologiczne wynika z faktu, ze LLM mogg operowa¢ wylacznie w
ramach wzorcow obecnych w danych treningowych. Oznacza to, ze modele te nie s3 w stanie generowaé
rzeczywiscie nowej wiedzy wykraczajacej poza istniejace paradygmaty analityczne. W kontekScie dyna-
micznie ewoluujacego Srodowiska zagrozen, gdzie nowe typy atakéw czy niekonwencjonalne scenariusze
moga wymagac innowacyjnego mySlenia analitycznego, ograniczenie to staje si¢ szczeg6lnie istotne.

Wyzwania zwigzane z interpretowalno$cig stanowig kolejny obszar problemowy. Charakter ,,czar-
nej skrzynki'"rozumowania LLM utrudnia walidacje proceséw logicznych prowadzacych do konkretnych
wnioskéw analitycznych. W kontekstach bezpieczenistwa, gdzie konsekwencje btednych decyzji moga
by¢ katastrofalne, koniecznos$¢ zrozumienia i weryfikacji §ciezek rozumowania modelu staje si¢ kwestig
krytyczng. Problem ten jest szczegdlnie istotny w Srodowiskach regulowanych, gdzie wymaga si¢ pelne;j
audytowalnoSci proceséw decyzyjnych.

Ograniczenia techniczne zwigzane z oknem kontekstu stanowig praktyczne wyzwanie w analizie kom-
pleksowych scenariuszy bezpieczefistwa. Istotne ograniczenia w przetwarzaniu obszernego kontekstu
moga prowadzi¢ do fragmentaryzacji analizy i utracenia holistycznego podejscia niezbednego w kom-
pleksowej ocenie systemow ochrony. Ta problematyka jest szczegdlnie widoczna przy analizie rozlegtych
systemOw infrastruktury krytycznej, gdzie liczba zmiennych i ich wzajemnych zalezno$ci moze przekra-
czaé mozliwo$ci skutecznego przetwarzania.

Wrazliwo$¢ na dryf dziedzinowy (domain drift) stanowi dlugoterminowe wyzwanie dla stabilnoSci
analitycznej. Degradacja wydajnosci modeli w sytuacjach, gdy kontekst operacyjny znaczaco rézni si¢
od rozktadu treningowego, moze prowadzi¢ do stopniowej utraty adekwatnosci analiz bez wyraZznych
sygnatéw ostrzegawczych. Jest to szczeg6lnie problematyczne w szybko ewoluujacych Srodowiskach za-

grozen, gdzie zmiennos¢ taktyk przeciwnika moze szybko dezaktualizowa¢ nawet najnowsze modele.

Struktura walidacji i zapewnienia jakoSci

OdpowiedzZ na przedstawione wyzwania wymaga opracowania kompleksowej struktury zapewnienia
jakoSci, ktéra moze ztagodzi¢ ograniczenia techniczne poprzez systematyczne podej$cie metodologiczne.

Walidacja wieloperspektywiczna stanowi fundament takiego podej$cia, wymagajac systematycznego
sprawdzania krzyzowego wnioskéw analitycznych wzgledem niezaleznych podej$¢ metodologicznych.
Proces ten powinien obejmowaé nie tylko poréwnanie z tradycyjnymi metodami analizy, ale réwniez
konfrontacje z alternatywnymi modelami LLM oraz eksperckg oceng zewnetrzng. Taka triangulacja me-
todologiczna moze znaczaco zwickszy¢ wiarygodno$¢ generowanych analiz.

Kwantyfikacja niepewnosci stanowi niezbgdny element transparentnego raportowania analitycznego.

Eksplicytne modelowanie pozioméw zaufania w generowanych rekomendacjach umozliwia podejmowa-
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nie §wiadomych decyzji przez uzytkownikéw koricowych oraz umozliwia systematyczne Sledzenie ob-
szaréw o podwyzszonym ryzyku analitycznym. Implementacja mechanizméw probabilistycznej oceny
wiarygodnoSci moze znaczaco poprawi¢ uzyteczno$¢ praktyczng generowanych analiz.

Mechanizmy petli eksperckiej (ang. expert loop) wymagaja systematycznej integracji ekspertyzy
ludzkiej, szczegdlnie w krytycznych punktach decyzyjnych procesu analitycznego. Nie oznacza to pro-
stego ,,zatwierdzania” przez eksperta wynikéw generowanych przez LLM, lecz przemyslang strukture
wspolpracy, w ktérej doSwiadczenie analityczne cztowieka uzupetnia mozliwosci obliczeniowe modelu.
Taka synergia moze prowadzi¢ do wykroczenia poza ograniczenia kazdego z podej$¢ stosowanego indy-
widualnie.

Walidacja czasowa stanowi dlugoterminowy element zapewnienia jakosci, wymagajacy systematycz-
nego Sledzenia predykcji analitycznych wzgledem rzeczywistych wynikéw bezpieczenistwa. Proces ten
umozliwia nie tylko weryfikacje trafnosci konkretnych analiz, ale réwniez identyfikacje systematycznej
stronniczoSci (biasdw) czy degradacji wydajnosci modelu w czasie. Implementacja takiej walidacji wy-
maga jednak opracowania standardowych metryk oraz systematycznych proceséw gromadzenia danych

zwrotnych z praktyki operacyjnej.

Podsumowanie teoretycznych podstaw LLLM w kontekscie bezpieczenstwa

Wykorzystanie LLM w automatyzacji oceny systemOw bezpieczenstwa fizycznego taczy w sobie
rézne podejécia analityczne. Inzynieria promptéw z wykorzystaniem szablonéw oraz bibliotek do struk-
turyzacji danych (takich jak np. "outlines") tworzy podstawy dla systematycznej, powtarzalnej analizy.
Jednoczes$nie zdolnoSci LLM do rozpoznawania wzorcOw pozwalaja odkrywac nieoczywiste problemy i
stabosci wystepujace w systemach bezpieczeristwa.

W niniejszej pracy w kontekscie LLM zastosowano:

Jeden z wiodacych modeli LLM jako gléwny model do analizy semantycznej wykrytych elemen-

tow i interpretacji wynikéw grafowych

— Biblioteke "outlines'' do strukturyzowanej generacji raportéw zgodnych z predefiniowanymi sche-
matami JSON

— Systematyczne szablony promptéw dla r6znych etapéw analizy (interpretacja planéw, ocena Scie-

zek, generowanie rekomendaciji)

— Kontrolowang generacje zapewniajaca spdjnos¢ formatowania i kompletno$¢é wynikéw analitycz-

nych

Istotnym wydaje si¢ nasza demonstracja, ze zaawansowana konsolidacja danych potaczona z ich struk-
turyzacja moze transformowac fragmentaryczng analize techniczng w kompleksowe spostrzezenia stra-
tegiczne. LLM petni role semantycznego interpretatora, ktry otrzymuje strukturalne dane z wcze$niej-
szych etapéw procesu (wykryte elementy, Sciezki grafowe, parametry degradacji) i przeksztalca je w

zrozumiale analizy bezpieczenstwa z uwzglednieniem kontekstu domenowego.
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Analiza teoretyczna wskazuje, ze optymalne wdrozenie tego podejscia wymaga starannego planowa-
nia zarzadzania tokenami kontekstowymi oraz strukturyzacji promptéw, ktére maja na celu osiggniecie
réwnowagi miedzy glebokoscig analityczng a ograniczeniami modelu. Szczegélne znaczenie ma pro-
jektowanie szablondw promptéw umozliwiajgcych LLM efektywng interpretacje wynikow technicznych

przy zachowaniu deterministycznej struktury wyjSciowej poprzez kontrolowana generacje.
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6. Implementacja narzedzia AI-SecPA

(AI — Security Paths Analyzer)

Na podstawie zatozen teoretycznych i metodologii opracowanej w niniejszej rozprawie, dotyczacej
oceny efektywnosci Cyber-Fizycznych Systeméw Ochrony (CPPS) z uwzglednieniem degradacji w cza-
sie, utworzono praktyczne narze¢dzie implementacyjne. Gléwnym celem tego narzedzia jest umozliwienie
kompleksowej oceny skutecznosci systeméw bezpieczenstwa fizycznego z uwzglednieniem aspektéw cy-

berbezpieczenstwa oraz proceséw degradacyjnych zachodzacych w czasie eksploatacji.

Narzedzie zostato skonstruowane w oparciu o zatozenia zarzadzania ryzykiem, gdzie fundamental-
nym podejsciem jest pordwnanie ryzyka inherentnego (nieodtacznego) z ryzykiem rezydualnym. Imple-
mentacja ta pozwala na praktyczne zastosowanie teoretycznych podstaw przedstawionych w rozprawie,

umozliwiajac uzytkownikom przeprowadzenie systematycznej analizy efektywnosci systeméw ochrony.

Aplikacja zostala zaprojektowana z my§la o dostepnosci dla szerokiego grona uzytkownikéw - moze
by¢ uruchomiona lokalnie na komputerze pracownika, co eliminuje konieczno$¢ posiadania infrastruktury
sieciowej. Cho¢ wersja sieciowa nie stanowi problemu dla wigkszych korporacji, dla wigkszoSci organi-
zacji wystarczajacy jest zakup komputera lub laptopa z obstugg GPU lub procesoréw nowej generacji

wspierajacych rozwigzania sztucznej inteligencji.

Narzedzie prowadzi uzytkownika krok po kroku przez czytelny proces analizy, jednoczes$nie dostar-
czajac konkretne wyniki i rezultaty kazdego etapu oceny. Takie podejScie zapewnia transparentno§¢ pro-
cesu i umozliwia uzytkownikom zrozumienie mechanizméw wptywajacych na koicowa ocen¢ efektyw-

no$ci systemu.

6.1. Czes¢ I: Przygotowanie danych i kontekstu

Ta cze$¢ procesu obejmuje gromadzenie i przygotowanie wszystkich danych wejsciowych niezbed-
nych do przeprowadzenia kompleksowej oceny efektywnosSci systeméw bezpieczeristwa. Etap przygo-
towania sktada si¢ z akwizycji dokumentacji technicznej obiektu oraz zebrania danych kontekstowych,

ktore nie sag widoczne na planach architektonicznych, a maja istotne znaczenie dla prawidlowej oceny.
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Etap I: Pobranie rysunku podlegajacego ocenie

Pierwszym krokiem w procesie oceny jest wezytanie dokumentacji graficznej obiektu podlegajacego
analizie. Na tym etapie system przyjmuje rysunek techniczny lub plan obiektu bez uwzglednienia ele-

mentow systemow bezpieczernistwa, co stanowi kluczowy element metodologii zarzadzania ryzykiem.

Metodologia zarzadzania ryzykiem - ryzyko inherentne

Podejscie to wynika bezposrednio ze standardowych procedur zarzadzania ryzykiem [67, 160], gdzie:

I. Ryzyko inherentne (nieodlgczne) - reprezentuje poziom ryzyka wystepujacy w Srodowisku bez
wdrozonych elementéw kontrolujacych skutki ryzyka. W kontekscie systeméw ochrony fizycznej oznacza
to ocen¢ podatnoSci obiektu na podstawie jego charakterystyki architektonicznej, lokalizacji i funkciji,
przy zatozeniu braku jakichkolwiek systeméw bezpieczenistwa.

I1. Ryzyko rezydualne - stanowi poziom ryzyka pozostajacy po wdrozeniu Srodkéw kontrolnych i za-
bezpieczen. W dalszych etapach analizy bedg uwzgledniane rzeczywiste systemy ochrony zainstalowane
w obiekcie.

Takie podejscie umozliwia:

Obiektywna ocene podstawowej podatnoSci obiektu

Poréwnanie skutecznosci réznych wariantéw systeméw bezpieczeristwa

Kwantyfikacje rzeczywistej wartoSci dodanej przez wdrozone zabezpieczenia

Optymalizacje kosztéw poprzez identyfikacje najbardziej krytycznych elementéw wymagajacych

ochrony

Analiza obrazu z wykorzystaniem algorytméw YOLO

Zatadowany rysunek jest poddawany analizie z wykorzystaniem algorytméw detekcji obiektéw
YOLO (You Only Look Once), ktére zostaty przystosowane do rozpoznawania elementéw architekto-

nicznych. System automatycznie identyfikuje i klasyfikuje:

— Elementy konstrukcyjne: $ciany, stupy, belki
— Otwory komunikacyjne: drzwi, okna, bramy

— Podzialy funkcjonalne: pomieszczenia, korytarze, klatki schodowe

Proces ten pozwala na utworzenie cyfrowego modelu obiektu, ktéry stanowi podstawe do dalszej
analizy Sciezek dostepu i identyfikacji potencjalnych punktéw narazenia.

Etap akwizycji podktadu budowlanego jest przedstawiony na rysunku 6.1. Przedstawiony przyktad
stanowi plan komercyjnego obiektu podlegajacego ochronie z wyraZnie zaznaczonymi pomieszczeniami
i ich wymiarami. Rysunek nie zawiera zadnych elementéw systemdéw bezpieczeristwa - jest to celowe
podejscie zgodne z metodologia oceny ryzyka inherentnego. Dzigki algorytmom YOLO system bedzie
w stanie automatycznie wykry¢ i sklasyfikowac elementy architektoniczne, tworzac podstawe do dalszej

analizy podatnoSci obiektu.
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Al-Driven Cyber-Physical Protection System Evaluation

vE
Steps by step evaluation:

v Upload Layout Image Upload Layout Image
“ Run Analysis Scripts Upload
Image uploaded: LayTest.png

T i...[14:26:38] Switched to
s oad

[ rm data and active section
saved.
[14:26:38] Switched to section: upload

[ :38] Form data and active section
s

[

[

] Active section restored: upload
1 Form data and active section

saved.
[14:30:48] Upload successful: LayTest.png

Rysunek 6.1: Etap akwizycji podktadu budowlanego - interfejs wczytywania planu komercyjnego obiektu

bez elementdéw systemow bezpieczeristwa zgodnie z metodologia oceny ryzyka inherentnego.

Ten pierwszy etap stanowi fundament dla calego procesu oceny, umozliwiajac systemowi zrozumie-
nie podstawowej struktury chronionego obiektu i zidentyfikowanie naturalnych barier oraz potencjalnych

Sciezek dostepu, ktére beda analizowane w kolejnych krokach procedury ewaluacyjne;j.

Etap II: Pobieranie danych kontekstowych - Security Survey

Drugi etap procesu oceny stanowi kluczowy element uzupetniajacy informacje pozyskane z analizy
planéw budynku. Etap ten koncentruje si¢ na pobraniu danych kontekstowych, ktére nie s3 widoczne na
rysunkach technicznych, a maja istotne znaczenie dla prawidlowej oceny efektywnosci systeméw bezpie-
czenstwa. Bezpieczenistwo wymaga kontekstu - ten sam obiekt w r6znych lokalizacjach, nawet z identycz-
nymi zabezpieczeniami, bedzie charakteryzowal si¢ odmiennym poziomem efektywnosci. Podobnie, ten
sam layout przy uzyciu r6znych materialéw budowlanych daje r6zne wyniki efektywnosci, co wydaje si¢
oczywiste - przejScie przez Sciang z plyt gipsowo-kartonowych wymaga innego czasu ataku niz przejscie

przez Sciang z cegly.

Metodologia Security Survey

Ankiety bezpieczefistwa (ang. Security Survey) stanowig powszechnie stosowana metode w anali-
zach bezpieczeristwa [161, 162]. Security Survey to systematyczny proces zbierania informacji o zaso-
bach podlegajacych ochronie, istniejacych zagrozeniach oraz aktualnych srodkach bezpieczenstwa w celu
identyfikacji stabych punktéw i opracowania rekomendacji dotyczacych poprawy poziomu ochrony. W
kontekscie niniejszego narzedzia, Security Survey stuzy do pozyskania trzech gtéwnych kategorii danych

kontekstowych:
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Dane techniczne systeméw bezpieczeristwa

Pierwsza kategoria obejmuje szczegétowe informacje techniczne dotyczace elementéw systemow

bezpieczenstwa, ktére nie s3 mozliwe do odczytania z planéw budynku:

Specyfikacje techniczne urzadzen: parametry techniczne czujek (PIR, sejsmicznych, tluczenia

szkta, kontaktronéw magnetycznych), kamer CCTYV, systeméw kontroli dostepu

Wiek i stan techniczny komponentéw: data instalacji, historia konserwacji, czas eksploatacji po-

szczeg6lnych elementéw

Klasy i certyfikaty bezpieczenistwa: poziomy odpornosci zgodnie z normami branzowymi (np.

EN 50131 dla systemow sygnalizacji wtamania, EN 50133 dla systeméw kontroli dostepu)

Parametry degradacji: aktualne wskaZniki sprawnosci technicznej uwzgledniane w modelu de-

gradacji przedstawionym w rozprawie

Elementy ochrony osobowej

Druga kategoria dotyczy zasobow ludzkich zaangazowanych w proces ochrony:

Posterunki ochrony fizycznej: liczba stanowisk, rozmieszczenie, harmonogramy pracy
Grupy interwencyjne: dostepnos¢, czas reakcji, wyposazenie, procedury dziatania

Wspélpraca ze stuzbami zewnetrznymi: czas dotarcia Policji, Strazy Pozarnej, pogotowia ratun-

kowego

Kompetencje personelu: poziom wyszkolenia, certyfikacje, do§wiadczenie operacyjne

Kontrole organizacyjne i kontekst geopolityczny

Trzecia kategoria obejmuje aspekty organizacyjne oraz szerszy kontekst Srodowiskowy:

Polityki i standardy bezpieczenistwa: wewngetrzne regulacje organizacji, procedury bezpieczen-

stwa, tzw. baseline standards dla okreslonej branzy

Kontekst geopolityczny: aktualna sytuacja bezpieczenstwa w regionie pozyskiwana za posrednic-

twem API do wybranych platform informacyjnych i ich archiwéw

Charakterystyka otoczenia: analiza lokalnych zagrozen, statystyki przestgpczosci, specyfika re-

gionu

Wymagania regulacyjne: obowigzujace przepisy prawne, standardy branzowe, wymogi zgodnosci

Z prawem

Etap drugi procesu - pobieranie danych niewidocznych na planach budynku, a tworzacych kontekst bez-

pieczeristwa - jest przedstawiony na rysunku 6.2. Interfejs umozliwia systematyczne wprowadzanie infor-

macji o réznych typach czujek i systemdow detekcji wraz z ich parametrami technicznymi. W prawej czesci

ekranu widoczna jest konsola systemowa pokazujgca przebieg procesu zbierania danych kontekstowych.

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



6.2. Cz¢$¢ II: Detekcja i analiza obrazu 111

Al-Driven Cyber-Physical Protection System Evaluation

v
Steps by step evaluation:

v Upload Layout Image. Security Survey Terminal. loaded.. [14:26:38] Switched to
[

8] Form data and active section

v Conduct Survey Passive Infrared Sensor (PIR) 8] Switched to section: upload

8] Form data and active section
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Active section restored: upload
5 . :46] Form data and active section
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Security Controls
3 4 e survey
Run Analysis Scripts Seismic Sensor [14:35:33] Form data and active section
saved
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saved.
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hidden
[14:35:56] Form data and active section
saved.

Glass Break Sensor
Detection Location: B | Parameters: Alpha=6, Beta=4

Is this type of sensor utilized?
O Yes @ No

Magnetic Contact Sensor

Rysunek 6.2: Etap drugi - pobieranie danych niewidocznych na planach budynku, a tworzgcych kontekst
bezpieczenstwa. Interfejs Security Survey umozliwia wprowadzanie szczegétowych informacji technicz-

nych o systemach detekcji.

Zebranie kompleksowych danych kontekstowych w ramach Security Survey stanowi niezbedny warunek
dla prawidtowego funkcjonowania modelu degradacji oraz algorytméw oceny efektywnosci CPPS. Dane
te sg nastepnie integrowane z informacjami pozyskanymi z analizy planéw budynku, tworzac holistyczny
obraz systemu ochrony, ktéry uwzglednia zaréwno aspekty techniczne, organizacyjne, jak i Srodowiskowe

wplywajace na koficowa ocen¢ bezpieczenistwa obiektu.

6.2. Czes¢ I1: Detekcja i analiza obrazu

Ta czgs$¢ procesu wykorzystuje zaawansowane algorytmy komputerowej analizy obrazu i uczenia ma-
szynowego do automatycznej analizy plandw architektonicznych. Obejmuje detekcje elementéw struktu-
ralnych, ich weryfikacje przez eksperta oraz przeksztalcenie w strukturyzowane dane przestrzenne gotowe

do analizy grafowe;.

Etap III: Detekcja elementéw architektonicznych i post-processing

Po zakoriczeniu etapu Security Survey system przechodzi do fazy analizy obrazu i detekcji elemen-
téw architektonicznych z wykorzystaniem wczes$niej zaladowanego planu budynku. Ten etap obejmuje
zastosowanie algorytméw YOLO do identyfikacji kluczowych komponentéw struktury obiektu oraz za-

awansowany post-processing majacy na celu przygotowanie danych do dalszej analizy grafowe;j.

Proces detekcji z wykorzystaniem YOLO

Na tym etapie model wykrywa zdefiniowane klasy obiektow architektonicznych, ktére zostaty wcze-
$niej wyszczegolnione w sekcji 3.2. Algorytm YOLO analizuje zaladowany plan budynku i identyfikuje

nastepujace elementy:
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— Sciany zewnetrzne i wewnetrzne: struktury nosne i dzialowe
— Otwory komunikacyjne: drzwi ré6znych typéw, okna, bramy

— Elementy funkcjonalne: pomieszczenia, korytarze, klatki schodowe

Post-processing - usuwanie duplikatow i segmentacja obiektéw

Po zakoriczeniu procesu detekcji system dokonuje zaawansowanego post-processingu, dzigki ktéremu
osiaga dwa kluczowe cele:

Eliminacja duplikatéw

Algorytmy YOLO moga generowaé wielokrotne detekcje tego samego obiektu z réznymi poziomami
pewnosci. System implementuje algorytmy Non-Maximum Suppression (NMS) oraz dodatkowe heury-
styki w celu usuni¢cia naktadajacych si¢ detekcji i zachowania jedynie najbardziej wiarygodnych wyni-

kow.

Segmentacja obiektow dzielonych

Kluczowym elementem post-processingu jest inteligentna segmentacja wykrytych obiektéw, szcze-
g6lnie $cian, ktdére sg dzielone przez inne elementy architektoniczne. Ten proces jest niezbedny do pra-
widlowego utworzenia grafu reprezentujacego potencjalne $ciezki ataku.

Problem segmentacji $cian: Gdy Sciana zewng¢trzna jest dzielona przez Scian¢ wewnetrzna, powstaje
sytuacja wymagajaca utworzenia dwoch weztéw grafu na Scianie zewnetrznej. Ma to istotne znaczenie

dla péZniejszej analizy, poniewaz:

— Kontekst geograficzny ataku: Po ktdrej stronie podziatu rozpoczyna si¢ atak ma znaczenie dla

oceny prawdopodobienistwa detekcji

— Rézne poziomy zabezpieczen: Poszczegélne segmenty mogg by¢ chronione przez rézne systemy

detekcji
— Wielopoziomowa analiza: Umozliwia precyzyjng ocen¢ kazdego segmentu struktury obronnej
Algorytm segmentacji: System implementuje algorytm geometryczny, ktéry:
1. Identyfikuje punkty przecigcia miedzy wykrytymi obiektami
2. Dzieli dlugie struktury ($ciany, ogrodzenia) na logiczne segmenty
3. Tworzy unikalne identyfikatory dla kazdego segmentu
4. Zachowuje informacje o powigzaniach miedzy segmentami tego samego obiektu bazowego

Wrynik procesu detekcji i post-processingu jest przedstawiony na rysunku 6.3. Plan budynku zostat
poddany analizie, a wykryte elementy architektoniczne zostaly oznaczone kolorami zgodnie z legenda.
Widoczne sg rézne typy drzwi (SingleDoor, SlideDoor), okna (Window), Sciany (Wall) oraz inne elementy

strukturalne. Kazdy wykryty obiekt otrzymat unikalny identyfikator umozliwiajacy dalsza analize.
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Final D¢ i jith Le d
Steps by step evaluation: ° inal Detections with Legent

“ Detection Pre-Setup

“ Fix Layout & Target

Legend:

[l singleDoor: 11

W oLooor: ©
SlidingDoor: 0

[l window: 11
IntWall: 32

[l Extwall: 23
Stairs: 0

“ Perimeter Analysis

“ Room Segmentation

“ Generate Graphs

“ Calculate Attack Paths

™ Interactive Path Visualization

v Upload Layout Image |
v Conduct Survey
+ Run Analysis Scripts |

“ statistics

“ Data Consolidation for Al
Report

™ Generate Al Report

Rysunek 6.3: Wynik detekcji elementéw architektonicznych z legenda. Poszczegdlne klasy obiektéw zo-
staly oznaczone réznymi kolorami: SingleDoor (czerwony), SlideDoor (fioletowy), Window (niebieski),

Wall (zielony) oraz inne elementy wedtug legendy.

Przygotowanie do analizy grafowej

Rezultatem tego etapu jest zestaw precyzyjnie zidentyfikowanych i posegmentowanych obiektéw ar-

chitektonicznych, z ktérych kazdy posiada:

Wspéirzedne geometryczne: doktadne potozenie na planie

Klasyfikacje typu: zgodna z predefiniowanymi kategoriami

Unikalny identyfikator: umozliwiajagcy §ledzenie w dalszych etapach

Relacje sgsiedztwa: informacje o polaczeniach z innymi elementami

— Parametry segmentacji: dla obiektéw podzielonych na mniejsze cze¢sci

Te dane stanowig podstawe dla kolejnego etapu - tworzenia grafu reprezentujacego wszystkie mozliwe
$ciezki dostgpu do chronionego obiektu, ktéry uwzglednia zaréwno fizyczne bariery, jak i potencjalne

punkty przetamania zabezpieczen.

Etap IV: Manualna korekta wynikéw detekcji

Pomimo zaawansowanych algorytméw uczenia maszynowego i wysokiej skutecznos$ci modeli YOLO,
proces automatycznej detekcji elementéw architektonicznych nie jest w petni bezbtgdny. Ponadto, nawet
w przypadku perfekcyjnej detekcji, nie ma gwarancji, ze rysunek odpowiada w 100% rzeczywistemu
stanowi fizycznego budynku, do ktérego sie odnosi. Z tego powodu niezb¢dnym bylo zaimplementowanie

narzegdzia umozliwiajacego cztowiekowi reczna poprawe potencjalnych btedéw i nieScistosci.

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



6.2. Cz¢$¢ II: Detekcja i analiza obrazu 114

Filozofia wspomagania eksperta

Narzedzie zostato zaprojektowane z zatoZzeniem wspomagania eksperta, a nie jego zastgpienia. Cho¢
istnieje element manualnej korekty wynikéw zwracanych przez model, efekt zwigzany z naktadem na
poprawe w stosunku do tworzenia kompletnego drzewa $ciezek dostepu manualnie jest nieporéwnywalnie
bardziej efektywny. Takie podejicie jest zgodne z najlepszymi praktykami implementacji systeméw Al
w zastosowaniach krytycznych, gdzie ostateczna decyzja i weryfikacja pozostaje w gestii eksperta [163,
164].

Koniecznos¢ korekty manualnej

Potrzeba manualnej interwencji wynika z kilku fundamentalnych ograniczen automatycznej detekcji:

Ograniczenia techniczne modeli detekcji

Algorytmy YOLO, mimo wysokiej skutecznosci, napotykaja trudnosci w specyficznych sytuacjach:

Obiekty o niestandardowych ksztattach lub proporcjach

Elementy o stabym kontrascie wizualnym na planach

— Nakladajace si¢ lub czesciowo zastonigte struktury

Bfedna klasyfikacja podobnych obiektow architektonicznych

Rozbieznosci miedzy dokumentacja a rzeczywistoScig

Plany architektoniczne nie zawsze odzwierciedlajg aktualny stan obiektu:

Modyfikacje wprowadzone po zakoriczeniu budowy

Tymczasowe zmiany w strukturze budynku

Elementy bezpieczeristwa dodane post-factum

Réznice miedzy projektem a wykonaniem

Specyfika kontekstu bezpieczenstwa

Ekspert posiada wiedze niedostepng algorytmom:

— Ukryte wejscia i przejScia techniczne

Elementy o znaczeniu taktycznym

Punkty szczegdlnie wrazliwe z perspektywy ochrony
— Lokalng specyfike zagrozen

Etap manualnej korekty wynikéw detekcji przedstawiono na rysunku 6.4. Interfejs umozliwia eksper-
towi weryfikacje i poprawe automatycznie wykrytych elementéw architektonicznych przed przejSciem do

etapu analizy grafowej.
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Steps by step evaluation: i
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Rysunek 6.4: Etap manualnej korekty wynikdw detekcji - interfejs umozliwiajacy ekspertowi poprawe

btedéw automatycznej detekcji i dostosowanie wynikéw do rzeczywistego stanu obiektu.

Warto$¢ dodana procesu korekty

Wprowadzenie etapu manualnej korekty przynosi wymierne korzysci:

Poprawa jakoSci danych wejSciowych: Eliminacja btedéw detekcji zapobiega propagaciji niepra-
widlowosci do kolejnych etapéw analizy, co bezposrednio przeklada si¢ na wiarygodnos$¢ koricowych
wynikow.

Uwzglednienie wiedzy eksperckiej: Mozliwo$¢ wprowadzenia informacji niedostepnych algoryt-
mom, szczegdlnie dotyczacych specyfiki bezpieczenstwa danego obiektu.

Zachowanie efektywnos$ci: Mimo elementu manualnego, calkowity naktad pracy pozostaje znaczaco
nizszy niz w przypadku kompletnie r¢cznej analizy, gdyz automatyczna detekcja dostarcza solidnej pod-
stawy, wymagajacej jedynie punktowych korekt.

Zwigkszenie zaufania do wynikéw: Swiadomos¢, ze dane zostaty zweryfikowane przez eksperta,
zwieksza akceptowalno$¢ systemu w Srodowisku profesjonalnym.

Skorygowane i zweryfikowane dane stanowig podstawe dla kolejnego kluczowego etapu - genero-
wania grafu reprezentujacego wszystkie mozliwe $ciezki dostepu do chronionego obiektu, gdzie jakos¢
danych wejSciowych ma bezpoSredni wptyw na precyzje analizy podatnosci i skuteczno$¢ oceny syste-

moéw ochrony.

6.3. Czes¢ I11: Modelowanie grafowe i analiza Sciezek ataku

W tej czesci wykryte elementy architektoniczne sg przeksztalcane w graf topologiczny reprezentujacy
mozliwe §ciezki przemieszczania si¢ przeciwnika. System generuje wzglednie racjonalne scenariusze
ataku, przeprowadza ich wizualizacje oraz analizg statystyczng w celu identyfikacji krytycznych punktow

infrastruktury.
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Etap V: Wykrywanie obiektéw obwodowych (perymetrowych)

Po zakoriczeniu manualnej korekty wynikéw detekcji system przechodzi do kolejnego kluczowego
etapu - identyfikacji obiektéw tworzacych perymetr budynku. W tym kroku dokonuje si¢ zaawansowa-
nego post-processingu, ktéry na poprawionym rysunku okresla, ktére obiekty sg elementami tworzacymi
tak zwany perymetr budynku, poniewaz to one beda stanowi¢ wezly grafu reprezentujace potencjalne
punkty poczatkowe Sciezek ataku.

Koncepcja perymetru w analizie bezpieczenistwa

Perymetr stanowi pierwszg lini¢ obrony obiektu chronionego i definiuje granice migdzy Srodowi-
skiem kontrolowanym a niekontrolowanym [162, 165]. W konteks$cie analizy Sciezek ataku, elementy

perymetrowe pelnig podwdjng funkcje:

— Punkty inicjacji ataku: reprezentujg miejsca, w ktérych przeciwnik moze rozpoczaé prébe naru-

szenia zabezpieczen

— Mechanizm filtrowania Sciezek: umozliwiajg ograniczenie teoretycznych Sciezek dostepu do tych,

ktére mozna nazwaé wzglednie racjonalnymi z perspektywy rzeczywistego scenariusza ataku

Algorytm identyfikacji perymetru

Proces wykrywania obiektow perymetrowych wykorzystuje analiz¢ geometryczng skorygowanych

wynikéw detekcji. System implementuje algorytm, ktéry:

Klasyfikuje elementy zewnetrzne

Identyfikuje obiekty stanowigce fizyczng granice budynku:

Sciany zewnetrzne (ExWall) - gtéwne bariery strukturalne

Okna (Window) - potencjalne punkty dostepu o r6znym poziomie zabezpieczenia

Drzwi zewnetrzne (SingleDoor, SlideDoor) - kontrolowane punkty wejScia
— Inne otwory - elementy techniczne, wentylacyjne itp.

Analizuje graficzng cigglo$¢ perymetru

Sprawdza sp6jnos¢ geometryczng i identyfikuje:

— Luki w perymetrze wymagajace szczeg6lnej uwagi
— Punkty styku réznych typ6éw barier

— Obszary o potencjalnie obnizonej odpornosci

Przypisuje priorytety taktyczne

Ocenia wzgledng atrakcyjnos$¢ poszczego6lnych punktéw z perspektywy przeciwnika:

— Dostepno$¢ z zewnatrz
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— Poziom widocznoSci i kontroli

— Bliskos¢ celéw o wysokiej wartosci

— Mozliwosci dalszego przemieszczania si¢

Wrynik procesu wykrywania obiektéw perymetrowych jest przedstawiony na rysunku 6.5. Elementy two-

rzace perymetr budynku zostaty wyréznione czerwong ramka, co pozwala na wizualng weryfikacje po-

prawnos$ci automatycznej identyfikacji granic obiektu chronionego.

Steps by step evaluation:
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Rysunek 6.5: Wynik wykrywania obiektéw perymetrowych - elementy tworzace zewn¢trzng granice bu-

dynku zostaly oznaczone czerwong ramka, definiujgc potencjalne punkty inicjacji Sciezek ataku.

Znaczenie dla analizy $ciezek ataku

Precyzyjna identyfikacja perymetru ma istotne znaczenie dla kolejnych etapéw analizy:

Ograniczenie przestrzeni problemowej

Definicja perymetru pozwala na:

— Zawezenie analizy do realistycznych scenariuszy ataku

— Eliminacje teoretycznych $ciezek niewykonalnych w praktyce

— Fokus na najbardziej prawdopodobnych kierunkach zagrozenia

Optymalizacja obliczen grafowych

Ograniczenie punktéw startowych:

— Redukuje ztoZzono$¢ obliczeniowa algorytméw przeszukiwania §ciezek

— Umozliwia glebsza analize rzeczywistych zagrozen

— Przyspiesza proces generowania i oceny Sciezek

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



6.3. Czg$¢ Ill: Modelowanie grafowe i analiza Sciezek ataku 118

Podstawa dla analizy ryzyka

Zidentyfikowane elementy perymetrowe stanowia:

— Punkty odniesienia dla oceny efektywnos$ci systemow detekcji

— Podstawe do przypisania wartosci prawdopodobieristwa inicjacji ataku

— Metodologia dla integracji z danymi Security Survey dotyczacymi konkretnych zabezpieczen

Integracja z modelem degradacji

Obiekty perymetrowe, jako pierwsza linia obrony, sg szczegdlnie narazone na procesy degradacji

opisane w teoretycznych podstawach niniejszej rozprawy. System uwzglednia:

— Wiek i stan techniczny barier fizycznych

Poziom zabezpieczenia elektronicznego poszczegdlnych segmentéw

Wplyw czynnikéw Srodowiskowych na odpornos$¢ perymetru

Efektywnos$¢ systemdéw detekciji w r6znych warunkach eksploatacyjnych

Zidentyfikowane i sklasyfikowane obiekty perymetrowe stanowia kluczowe dane wejsciowe dla kolejnego
etapu - generowania kompletnego grafu Sciezek dostepu, ktory uwzgledni wszystkie mozliwe kombinacje

atakéw na zdefiniowany perymetr ochrony.

Etap VI: Segmentacja pomieszczen i weryfikacja graficznej ciggloSci

Na tym etapie dokonywana jest detekcja pomieszczen layoutu, co réwniez jest konieczne do stworze-
nia grafu dla wzglednie racjonalnych Sciezek ataku. Jest to réwniez moment, w ktérym testowane jest, czy
manualna poprawa przyniosta skutek, czy wymaga dopracowania. Dzigki temu ujawnia si¢ to, co zostato
pokazane przy pomocy czerwonych okregéw na rysunku - miejsca, gdzie nie ma graficznej ciggtosci, a
obiekty, ktorych dlugos¢ zostaje zwickszona witasnie dla jej zachowania, majg inny wymiar (dtuzszy) niz
przewidywany.

Znaczenie segmentacji pomieszczen

Prawidlowa identyfikacja pomieszczen stanowi kluczowy element analizy $ciezek ataku z kilku po-
wodow:

Logika przemieszczania si¢ przeciwnika

Pomieszczenia definiujg naturalne jednostki przestrzenne, przez ktére przemieszcza si¢ potencjalny
intruz:

— Kazde pomieszczenie stanowi wezel w grafie mozliwych Sciezek

— Potagczenia miedzy pomieszczeniami okreslaja mozliwe kierunki ruchu

— Wielko$¢ i funkcja pomieszczenia wptywa na prawdopodobienistwo detekcji
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Kontekst systeméw bezpieczenstwa

Rozmieszczenie systeméw detekcji czesto odpowiada strukturze pomieszczefi:

— Czujki PIR sg zazwyczaj przypisane do konkretnych pomieszczefi

— Systemy kontroli dostepu dziatajg na poziomie przej$¢ miedzy pomieszczeniami
— Kamery CCTV pokrywaja zdefiniowane obszary funkcjonalne

Wykrywanie problemoéw graficznej cigglosci

Proces segmentacji pomieszczen stuzy réwniez jako mechanizm kontroli jako$ci poprzednich etapéw.

Algorytm wykrywa problemy w graficznej ciaglosci struktury, ktére moga prowadzi¢ do biednej oceny:

Identyfikacja luk strukturalnych
System automatycznie wykrywa miejsca, gdzie:
— Brakuje elementéw Iaczacych (np. fragmenty $cian)
— Wystepuja nieuzasadnione przerwy w barierach
— Geometria obiektéw nie tworzy spdjnych granic pomieszczen
Kompensacja przez wydluzanie obiektéw
W miejscach wykrytych luk system podejmuje prébe automatycznej kompensacji poprzez:
— Wydtuzanie istniejacych elementéw strukturalnych
— Interpolacje brakujacych fragmentéw barier
— Tworzenie sztucznych potaczeri dla zachowania topologii

Jednak przez tego rodzaju blad tworzenie grafu i jego ocena moze prowadzi¢ do btednej oceny catego
systemu ochrony. Wynik segmentacji pomieszczeni i wykrytych probleméw w graficznej cigglosci przed-
stawiono na rysunku 6.6. W lewej czg$ci widoczny jest plan z wykrytymi pomieszczeniami (oznaczonymi
kolorami) oraz weztami grafu. Czerwone okregi wskazuja miejsca probleméw graficznej cigglosci, gdzie
automatyczne wydiuzenie elementow strukturalnych prowadzi do nieprawidlowej geometrii. Prawa czes¢

pokazuje tabele z wykrytymi pomieszczeniami wraz z ich parametrami geometrycznymi.

Konsekwencje problemoéw z graficzna ciggloScia

Niewykryte lub niepoprawione problemy z graficzng ciagtoscig moga prowadzi¢ do szeregu bledéw

w dalszej analizie:

Bledne Sciezki ataku

— Tworzenie teoretycznych przejs¢, ktére nie istniejg w rzeczywistosci
— Pominiecie rzeczywistych barier na drodze przeciwnika

— Nieprawidtowa ocena czaséw przejScia miedzy pomieszczeniami

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



6.3. CzeS¢ lll: Modelowanie grafowe i analiza Sciezek ataku

120

AN
g
=
3
2

is Scripts

¥ Detection Pre-Setup

v FixLayout & Target

v Perimeter Analysis

® Room Segmentation

™ Generate Graphs.

® Calculate Attack Paths

® Interactive Path Visualization
® statistics

® Data Consolidation for Al
Report

™ Generate Al Report

[ J
[ J

Detected Rooms & Nodes

Figure 1

Room#2

28,37,38,40,41,42,48,51.62

Room#3

2,13,20,23,24,27,57,68

Room#4.

Room#4

11,20,23,26,32,34,58,74

Room#3,Room#5

Room#5

F.10,25,29,30,32,33,49,60,72

Room#4.

Room#6

843,50,52,54,65.77.82

Room#8,Target_Room

Room#7,|

112,36,39,47,53,61,64,78,79,

nan

Room#g,

118,9,15,31,52,54,55.65.67.75,

Room#6 Target_Room

[Room#10)

18,21,44,45,46,63

nan

Throet_Roos

43,52,82,54,65.8

Room#6,Room#8

Rysunek 6.6: Segmentacja pomieszczen z wykrytymi problemami w ich graficznej cigglosci - czerwone

okregi wskazujg miejsca wymagajace korekty, gdzie automatyczne wydtuzenie elementéw prowadzi do

nieprawidlowej geometrii.

Bledna ocena systemow detekcji

— Niewtasciwe przypisanie czujek do pomieszczen

— Bledne zatozenia dotyczace pokrycia systeméw bezpieczenistwa

— Nieprawidlowa kalkulacja prawdopodobieristw detekcji

Propagacja bledéw

— Problemy geometryczne wplywaja na wszystkie kolejne etapy analizy

— Niedoktadnos$ci kumulujg si¢ w koficowej ocenie efektywnoSci

— Wyniki moga prowadzi¢ do btednych decyzji inwestycyjnych

Koniecznos¢ iteracyjnej korekty

Na przyktadzie widaé, ze rysunek nalezy poprawi¢ jeszcze raz w dwdch miejscach, by wszystkie

pomieszczenia zostaly wykryte i poprawnie zmapowane. Ten etap czesto wymaga powrotu do fazy ma-

nualnej korekty w celu:

Uzupetnienia brakujacych elementéw strukturalnych

Korekty geometrii nieprawidtowo wydtuzonych obiektéw

Dodania pominietych barier lub otworéw

Weryfikacji poprawnos$ci segmentacji wszystkich pomieszczen

Proces ten podkresla iteracyjny charakter systemu i koniecznos$¢ zachowania kontroli eksperta nad jako-

Scig danych na kazdym etapie analizy. Tylko prawidlowo zidentyfikowane i zmapowane pomieszczenia

moga stanowi¢ podstawe dla wiarygodnej analizy Sciezek ataku i oceny efektywnosci systemow bezpie-

czenstwa.
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Etap VII: Generowanie grafu wzglednie racjonalnych Sciezek ataku

Po zakonczeniu segmentacji pomieszczen i weryfikacji graficznej ciagtosci struktury system prze-
chodzi do kluczowego etapu - tworzenia grafu reprezentujacego wzglednie racjonalne $ciezki ataku. Na
tym etapie dokonywana jest pierwsza istotna redukcja teoretycznie wszystkich Sciezek do Sciezek, ktére

sg wzglednie racjonalne - takich, ktére nie wychodzg z obiektu, a prowadza od wejscia do celu ataku.

Koncepcja racjonalnoSci Sciezek ataku

Racjonalna $ciezka ataku charakteryzuje si¢ nastepujacymi cechami:

Logiczny kierunek przemieszczania: od punktu wejscia do celu bez zbednych objazdéw

Minimalizacja ekspozycji: unikanie niepotrzebnego narazenia na detekcje

— Efektywno$¢ czasowa: preferencja dla krétszych Sciezek przy podobnym poziomie ryzyka

Wykonywalnos¢ fizyczna: uwzglednienie rzeczywistych ograniczen przestrzennych

Struktura grafu ataku

Graf kombinowany przedstawiony na rysunku 6.7 ilustruje trzy kategorie weztéw w strukturze Sciezek

ataku:

Wezly perymetrowe (czerwone)

Reprezentuja punkty wejscia do obiektu chronionego:

— Zlokalizowane na granicy perymetru bezpieczenstwa

— Stanowig potencjalne punkty inicjacji ataku

— Kazdy wezet perymetrowy moze by¢ punktem startowym niezaleznej Sciezki

Wezly transferowe (zélte i pomaranczowe)

Znajduja si¢ migdzy punktem wejécia a fizycznym celem ataku:

— Reprezentuja pomieszczenia, korytarze i inne przestrzenie komunikacyjne
— Umozliwiajg transfer przeciwnika przez strukture obiektu

— Stanowig punkty decyzyjne w wyborze dalszej drogi

Wezly docelowe (target)

Reprezentuja cele ataku:
— Zasoby o wysokiej warto$ci wymagajace ochrony
— Systemy krytyczne dla funkcjonowania organizacji

— Punkty koficowe wszystkich analizowanych Sciezek
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Algorytm redukcji Sciezek

System implementuje zaawansowany algorytm filtrowania, ktéry eliminuje nieracjonalne $ciezki na

podstawie nastepujacych kryteriow:

Kryterium kierunkowosci

— Eliminacja $ciezek prowadzacych z powrotem do punktu wejscia
— Usuniecie cykli nieprowadzacych do celu

— Preferowanie Sciezek utrzymujacych konsekwentny kierunek do celu

Kryterium efektywnoSci

— Analiza stosunku dtugosci Sciezki do postepu w kierunku celu
— Eliminacja nadmiernie wydtuzonych tras alternatywnych

— Zachowanie réznorodnosci §ciezek przy podobnej efektywnosci

Kryterium wykonalno$ci
— Weryfikacja fizycznej mozliwosci przejscia
— Uwzglednienie ograniczeri czasowych i logistycznych

— Analiza praktycznych aspektOw przemieszczania si¢

Rysunek 6.7 przedstawia wizualizacj¢ wygenerowanego grafu wzglednie racjonalnych Sciezek ataku.
Wizualizacja tworzona jest na potrzeby raczej dydaktyczno-pogladowe niz ze wzgledu na faktyczng po-
trzebe dla procesu. Rysunek dobrze obrazuje wezly stanowigce punkty wejscia (czerwone), wezly znaj-

dujace si¢ w grafie miedzy punktem wejscia a celem (z6tte i pomaraiczowe) oraz sam cel (czarny wezet).

Znaczenie redukcji dla analizy

Proces redukcji teoretycznych $ciezek do racjonalnych ma kluczowe znaczenie dla dalszej analizy:

Optymalizacja obliczeniowa

— Znaczace zmniejszenie liczby Sciezek wymagajacych szczeg6towej analizy

— Redukcja ztozonosci obliczeniowej algorytméw oceny ryzyka

— Umozliwienie glebszej analizy pozostalych, istotnych §ciezek
Zwigkszenie trafnosci wynikéw

— Fokus na scenariuszach o rzeczywistym prawdopodobiefistwie wystgpienia

— Eliminacja teoretycznych przypadkéw skrajnych

— Poprawa praktycznej uzytecznoSci koficowych rekomendacji
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Rysunek 6.7: Graf kombinowany przedstawiajacy wzglednie racjonalne Sciezki ataku - wezly peryme-
trowe (czerwone) stanowia punkty wejscia, wezly transferowe (z6ite/pomaraficzowe) reprezentujg prze-
strzenie komunikacyjne, a gesta sie¢ potaczen ilustruje wszystkie mozliwe racjonalne Sciezki miedzy

wejSciem a celem.

Podstawa dla oceny systemow bezpieczenstwa

— Identyfikacja kluczowych punktéw wymagajacych zabezpieczenia
— Mapowanie systeméw detekcji na realne $ciezki zagrozen

— Umozliwienie precyzyjnej kalkulacji efektywnosci CPPS

Wygenerowany graf stanowi fundament dla kolejnych etapéw analizy, w ktérych kazda z racjonalnych
Sciezek zostanie poddana szczegétowej ocenie z uwzglednieniem modelu degradacji systemow bezpie-

czenstwa oraz danych kontekstowych zebranych w ramach Security Survey.

Etap VIII: Interaktywna wizualizacja Sciezek ataku

Po wygenerowaniu grafu wzglednie racjonalnych §ciezek ataku, system przechodzi do etapu interak-
tywnej wizualizacji, ktdry umozliwia ekspertowi szczegélowa analize¢ poszczegdlnych Sciezek zgodnie
z ich rankingiem opfacalnodci. Wizualizacja Sciezek atakéw zgodnie z ich kosztem stanowi narzedzie,
ktére pozwala ekspertowi weryfikowa¢ dane wynikajace z oceny oraz zrozumie¢ logike dziatania sys-

temu oceny.

Ranking oplacalno$ci $ciezek

System automatycznie oblicza koszt kazdej Sciezki ataku, uwzgledniajac:

— Czas przemieszczania: dtugos$¢ fizycznej drogi i trudno$¢ pokonania barier
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— Prawdopodobienistwo detekcji: skumulowane ryzyko wykrycia na poszczegdlnych etapach

— Efektywnos$¢ systemow bezpieczenstwa: uwzglednienie degradacji zgodnie z modelem przedsta-

wionym w rozprawie
— Kontekst operacyjny: dane z Security Survey dotyczace konkretnych zabezpieczefi

W omawianym przypadku tacznie do celu doszio 115 Sciezek, ktére zostaly uporzagdkowane wedtug

oplacalnosci z perspektywy potencjalnego przeciwnika.

Analiza poréwnawcza Sciezek

Rysunki 6.8 i 6.9 przedstawiaja wizualizacje dwdch skrajnych przypadkéw:

Sciezka najbardziej oplacalna (Path 1: Cost 271.42)

Sciezka oznaczona jako najkorzystniejsza dla przeciwnika charakteryzuje sie:

— Niskg zlozonoscig topologiczng, z malg liczbg punktéw przejscia

— Przejsciem przez pomieszczenia o prawdopodobnie nizZszym poziomie monitoringu
— Wykorzystaniem naturalnych korytarzy komunikacyjnych

— Krétkim czasem ekspozycji na systemy detekcji

Sciezka o niskiej oplacalnosci (Path 110: Cost 946.09)

Sciezka znajdujaca sie blisko korica rankingu optacalno$ci wykazuje:
— Znacznie wydluzong tras¢ z licznymi zmianami kierunku

— Przejscie przez pomieszczenia o wysokim poziomie zabezpieczen
— Wigksza ekspozycje na systemy detekcji

— Wyzsze prawdopodobienstwo przerwania ataku

Funkcjonalno$¢ walidacyjna

Interaktywna wizualizacja petni kluczowa role w procesie walidacji wynikow:

Weryfikacja logiki systemu

Ekspert moze:
— Sprawdzié, czy najkorzystniejsze Sciezki rzeczywiscie odpowiadajg intuicji bezpieczenstwa
— Zidentyfikowa¢ potencjalne btedy w algorytmach oceny

— Walidowac poprawnos$¢ uwzglednienia danych kontekstowych
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Rysunek 6.8: Wizualizacja najbardziej optacalnej Sciezki ataku (Path 1: Cost 271.42) - linia ciagla poka-
zuje optymalna tras¢ z perspektywy przeciwnika, charakteryzujacg si¢ minimalnym kosztem i ryzykiem

detekcji.
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Path 110: Cost 946.0956015206167

Steps by step evaluation:
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v Fix Layout & Target
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Rysunek 6.9: Wizualizacja Sciezki o niskiej optacalnosci (Path 110: Cost 946.10) - linia przerywana ilu-
struje zfozong tras¢ o wysokim koszcie, wymagajaca przejscia przez liczne bariery i systemy bezpieczen-

stwa.

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



6.3. Czg$¢ Ill: Modelowanie grafowe i analiza Sciezek ataku 126

Analiza wrazliwoSci

Poréwnanie skrajnych $ciezek pozwala na:

— Oceng rozpiecia kosztéw miedzy najlatwiejszymi a najtrudniejszymi atakami

— Identyfikacje krytycznych punktéw wptywajacych na ranking

— Zrozumienie wzglednego znaczenia réznych czynnikéw bezpieczenstwa
Optymalizacja systeméw ochrony

Wizualizacja umozliwia:

— Identyfikacje Sciezek wymagajacych wzmocnienia zabezpieczen

— Priorytetyzacje inwestycji w systemy bezpieczenistwa

— Ocene efektywnosci istniejacych rozwiazan
Interpretacja wynikéw

Linia przerywana na rysunkach pokazuje, jak czyta¢ poszczegdlne fragmenty Sciezki ataku, ilustrujac:

Kolejno$¢ przejs¢ migdzy pomieszczeniami

Punkty podejmowania decyzji o dalszej trasie

— Miejsca najwickszego ryzyka detekcji

Alternatywne opcje dostepne dla przeciwnika

Znaczna réznica w kosztach miedzy Sciezkg optymalng (271.42) a Sciezka o niskiej optacalnoSci
(946.10) potwierdza skuteczno$¢ algorytmu réznicowania tras pod wzgledem atrakcyjnosci dla poten-
cjalnego przeciwnika. Ta rozpigto$¢ wskazuje réwniez na obecnos$¢ zaréwno stabych punktéw w systemie
ochrony, jak i obszar6w o wysokiej skutecznosci zabezpieczen.

Interaktywna wizualizacja stanowi zatem nie tylko narzedzie analityczne, ale réwniez instrument edu-
kacyjny, umozliwiajacy ekspertom bezpieczenistwa glebsze zrozumienie dynamiki zagrozen i mechani-

zmow ochrony w analizowanym obiekcie.

Etap IX: Analiza statystyk i identyfikacja krytycznych weziow

Etap analizy statystyk umozliwia ekspertowi ocene¢ intensywnosci "ruchu"wystepujacego na okreslo-
nych wezlach i krawedziach ocenionych $ciezek ataku. Na tym etapie system przeprowadza szczegdlowa
analize czgstotliwosci wykorzystania poszczegdlnych elementéw infrastruktury w najbardziej efektyw-
nych scenariuszach ataku, co pozwala na identyfikacje kluczowych punktéw wymagajacych szczeg6lnej

uwagi z perspektywy bezpieczeristwa.

Metodologia analizy statystycznej

System agreguje dane z wszystkich wygenerowanych Sciezek, obliczajac dla kazdego wezta i krawedzi

grafu:
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Metryki czestotliwosci wykorzystania

Czestotliwos¢ przej$é przez wezel: liczba Sciezek wykorzystujgcych dany punkt

Intensywnos¢ ruchu na krawedziach: czgstos¢ wykorzystania pofaczefi miedzy pomieszczeniami

Pozycja w rankingu: udziat w $ciezkach o r6znych poziomach optacalnosci

Krytycznosé wezla: wplyw na dostepnos¢ alternatywnych tras

Analiza koncentracji zagrozen

— Identyfikacja tzw. "waskich gardel"w strukturze obiektu
— Wykrycie weztéw o kluczowym znaczeniu taktycznym
— Mapowanie naturalnych korytarzy infiltracji

Wizualizacja statystyk ruchu

Rysunek 6.10 przedstawia wizualizacje pierwszych 15 Sciezek atakéw ze wskazaniem krawedzi i

wezléw w nich wystepujacych. Graficzna reprezentacja wykorzystuje uktad kotowy, ktéry pozwala na:

Identyfikacje wzorcow ruchu

Wezly perymetrowe (czerwone): punkty wejScia najcze¢sciej wykorzystywane przez efektywne

Sciezki

Wezly transferowe (pomararnczowe): pomieszczenia o wysokiej czestotliwosci przejsé

Przestrzenie komunikacyjne (zélte): korytarze i obszary tranzytowe

Cel (’Target’ - czarny wezel): fizyczna lokalizacja celu wszystkich analizowanych §ciezek

Analiza intensywnos$ci polgczen
Grubos¢€ i kolor krawedzi reprezentuja:

— Czestotliwo$¢ wykorzystania danego potaczenia
— Wzgledne znaczenie dla najefektywniejszych $ciezek
— Krytyczno$¢ dla ogélnej dostepnosci celu
Interpretacja wynikéw statystycznych
Analiza statystyk pozwala na wyciagnigcie kluczowych wnioskow:

Identyfikacja hot-spotéw bezpieczenstwa
Wezly i krawedzie o najwyzszej czgstotliwosci wykorzystania wskazuja:
— Miejsca wymagajace priorytetowego wzmocnienia zabezpieczen
— Punkty, gdzie inwestycje w systemy detekcji przyniosa najwiekszy efekt

— Obszary krytyczne dla ogdlnej odpornosci obiektu na ataki
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Rysunek 6.10: Analiza statystyk ruchu - wizualizacja pierwszych 15 $ciezek atakéw w uktadzie kotowym
ze wskazaniem czestotliwosci wykorzystania weztéw i krawedzi. Mozemy zobaczy¢, ktére fragmenty

wydajg si¢ by¢ najczesciej wystepujace w najbardziej efektywnych Sciezkach ataku.
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Ocena redundancji systemu ochrony

— Wezty wystepujace w licznych Sciezkach wskazuja na brak alternatywnych tras

— Wysoka koncentracje ruchu mozna interpretowac jako stabos¢ strukturalng

— Izolowane wezty moga wskazywac na nadmiarowe zabezpieczenia
Optymalizacja alokacji zasobéw

Statystyki umozliwiaja:

— Racjonalne planowanie rozmieszczenia systemdéw bezpieczenstwa

— Priorytetyzacje modernizacji w oparciu o rzeczywiste zagrozenia

— Optymalizacje kosztéw przez fokus na kluczowe punkty

Praktyczne zastosowania analizy
Planowanie systeméw detekcji

Wezty o wysokiej czestotliwosci wykorzystania powinny by¢ wyposazone w:
— Redundantne systemy detekcji

— Czujki o podwyzszonej czuloSci

— Dodatkowe systemy komunikacji alarmowe;j

Projektowanie barier fizycznych

Analiza wskazuje miejsca, gdzie:

— Wzmocnienie istniejacych barier przyniesie najwickszy efekt

— Dodanie nowych przeszkdéd moze znaczaco utrudnié atak

— Modyfikacja uktadu komunikacyjnego moze poprawié bezpieczeristwo

Strategie operacyjne

Statystyki ruchu informujg o:

— Optymalnym rozmieszczeniu personelu ochrony
— Czestotliwosci patroli w kluczowych obszarach
— Priorytetach w czasie reagowania na alarmy

Analiza statystyk stanowi integralng czg¢$¢ procesu oceny, przeksztatcajac abstrakcyjne wyniki algoryt-
méw w konkretne, praktyczne rekomendacje dla poprawy bezpieczefistwa obiektu. Mozemy zobaczy¢,
ktére fragmenty wydaja sie by¢ najczgsciej wystepujace w najbardziej efektywnych $ciezkach ataku, co

dostarcza kluczowych informacji dla strategicznego planowania zabezpieczen.
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6.4. Cze¢s¢ IV: Synteza wynikow z wykorzystaniem LLM

Koricowy etap procesu wykorzystuje duze modele jezykowe do integracji wszystkich wcze$niejszych
analiz w spdjny, praktyczny raport. System konsoliduje dane z detekcji obrazu, analizy grafowej i Security

Survey, przeksztalcajac je w konkretne rekomendacje dotyczace wzmocnienia bezpieczefistwa obiektu.

Etap X: Konsolidacja danych i generowanie raportu Al

Ostatni etap procesu oceny polega na konsolidacji wszystkich zebranych danych i automatycznym ge-
nerowaniu kompleksowego raportu przy wykorzystaniu modeli jezykowych (LLM). Na tym etapie system
integruje wyniki wszystkich poprzednich analiz - od detekcji elementéw architektonicznych, przez Secu-
rity Survey, analize Sciezek ataku, az po statystyki czestotliwoSci wykorzystania weztow - i przeksztatca

je w strukturalny, czytelny raport dostarczajacy konkretnych rekomendacji.

Architektura systemu raportowania

System raportowania wykorzystuje zaawansowane modele jezykowe do analizy i syntezy danych z

poprzednich etapéw. Proces generowania raportu obejmuje:

Agregacje danych wejSciowych

— Wyniki analizy Sciezek ataku (174 przeanalizowane $ciezki)
— Statystyki wykorzystania weziow i krawedzi

— Dane kontekstowe z Security Survey

— Parametry degradacji system6éw bezpieczenistwa

— Charakterystyki wykrytych elementéw architektonicznych

Analiza wzorcow i trendow

LLM przeprowadza wielowymiarowa analize w celu:

— Identyfikacji kluczowych staboSci w systemie ochrony

— Oceny wzglednej skutecznosci poszczegdlnych barier

— Wykrycia korelacji miedzy réznymi aspektami bezpieczenstwa
— Prognozowania trendéw degradacji w czasie

Struktura generowanego raportu

Rysunek 6.11 przedstawia przyktad automatycznie wygenerowanego raportu, ktory sktada sie z na-

stepujacych sekcji:
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Section 1: Attack Paths Analysis

Analiza $ciezek ataku zawiera kluczowe statystyki:

Calkowita liczba przeanalizowanych $ciezek (174)

— Sredni koszt Sciezki wymagajacy dotarcia do alternatywnego celu (739.36)

Identyfikacja najczesciej wykorzystywanego typu barier (SingleDoor)

Analiza pozycji bezpieczenstwa wzgledem podatnosci

Section 2: Trend Analysis

Niestety, brak danych historycznych uniemozliwia analize trendéw w czasie rzeczywistym. System

odnotowuje to ograniczenie i sugeruje gromadzenie danych w przysztosci.

Section 3: Detailed Physical Security Report

Szczegbtowy raport bezpieczenstwa fizycznego, w tym:
— Ocena najbardziej narazonych typéw barier

— Rekomendacje dotyczace wzmocnienia zabezpieczefi
— Analiza efektywnosci réznych systemow detekcji

Section 4: Elements Recommended for Reinforcement

Konkretne rekomendacje wzmocnienia:

— Priorytetyzacja elementéw SingleDoor jako najczesciej wykorzystywanych
— Wzmocnienie zabezpieczen drzwi i okien w kluczowych lokalizacjach

— Instalacja dodatkowych czujek w podatnych obszarach

Section 5: Security Enhancements

Proponowane usprawnienia bezpieczeristwa obejmujace zaréwno rozwigzania techniczne, jak i orga-

nizacyjne.

Section 6: Summary and Urgent Actions

Podsumowanie z pilnymi dziataniami, w tym:

— Wzmocnienie SingleDoor jako elementu o najwyzszym priorytecie

Ocena skutecznosci czujek i instalacja dodatkowych systeméw

Implementacja zaawansowanych rozwigzan bezpieczenstwa

— Przeprowadzenie regularnych audytéw
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Rysunek 6.11: Automatycznie wygenerowany raport Al - kompleksowa analiza bezpieczefistwa obiektu

z konkretnymi rekomendacjami opartymi na danych z wszystkich etapé6w oceny.

Warto$¢ dodana automatycznego raportowania
Obiektywnosé analizy

Wykorzystanie LLM zapewnia:

— Brak subiektywnych preferencji w ocenie zagrozen

— Systematyczne podejscie do analizy wszystkich danych

— Spéjnosé w metodologii oceny réznych aspektéw bezpieczenstwa

Kompleksowos¢ ujecia

System uwzglednia:

— Interakcje miedzy r6znymi elementami systemu ochrony
— Wplyw degradacji na dtugoterminowa skutecznos¢é

— Kontekst operacyjny i specyfike organizacji

Praktycznos¢ rekomendacji

Generowane zalecenia charakteryzuja si¢:
— Konkretnym odniesieniem do zidentyfikowanych probleméw
— Priorytetyzacja dziata wedlug kryterium efektywnosci

— Uwzglednieniem ograniczen budzetowych i operacyjnych
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Integracja z modelem degradacji

Raport automatycznie uwzglednia model degradacji opisany w rozprawie:

Prognozuje zmiany skutecznos$ci systeméw w czasie

Rekomenduje harmonogramy konserwacji i modernizacji

— Wskazuje elementy wymagajace priorytetowej wymiany

Optymalizuje inwestycje z perspektywy dlugoterminowe;j

Automatyczne generowanie raportu stanowi kulminacje catego procesu oceny, przeksztatcajac ztozone
dane techniczne w praktyczne narzedzie wspomagajace podejmowanie decyzji w zakresie bezpieczen-
stwa. System dostarcza nie tylko diagnozy aktualnego stanu, ale r6wniez konkretnych, opartych na danych

rekomendacji dziataii majacych na celu poprawe efektywnosci ochrony obiektu.

Podsumowanie rozdzialu

Przedstawiony w niniejszym rozdziale proces implementacji narzedzia do oceny efektywnosci Cyber-
Fizycznych Systeméw Ochrony stanowi praktyczne zastosowanie zatozen teoretycznych i metodologii
opracowanej w rozprawie. System przechodzi przez dziesi¢¢ kluczowych etapéw - od akwizycji planéw
budynku, przez Security Survey i detekcje elementéw architektonicznych, az po automatyczne generowa-
nie kompleksowych raportéw z wykorzystaniem modeli jezykowych. Narzedzie, cho¢ wymaga dalszych
usprawnien, juz na tym etapie jest pelnoprawnym narzedziem w rekach specjalisty, ktéry rozumie jego

zasady dziatania. Kluczowe mocne strony implementacji obejmuja:

— Systematyczne podejscie: uporzagdkowany proces analizy zapewnia sp6jno$¢ i powtarzalnos$¢ wy-
nikow
— Integracje réznych Zrdodel danych: od automatycznej detekcji po dane kontekstowe z Security

Survey

— Transparentno$¢ procesu: kazdy etap dostarcza czytelnych wynikéw umozliwiajacych weryfika-
cje

— Praktyczne zastosowanie teorii: implementacja modelu degradacji w rzeczywistych scenariu-

szach oceny

Interaktywnos$¢: mozliwos¢é manualnej korekty i walidacji wynikéw na kluczowych etapach

Szczegdlnie istotnym aspektem jest filozofia projektowa, zgodnie z ktéra narzedzie nie zastepuje eks-
perta, a stanowi istotne wsparcie w jego zadaniach. Ta zasada przejawia si¢ w kilku kluczowych ele-

mentach:
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Kontrola eksperta nad procesem

— Mozliwo$¢ manualnej korekty wynikéw automatycznej detekcji
— Interaktywna wizualizacja umozliwiajaca walidacje logiki systemu
— Przejrzysty dostep do danych wejsciowych i zatozeri kazdego etapu

Wspomaganie, nie zastgpowanie decyzji

— System dostarcza analiz i rekomendaciji, ale ostateczne decyzje pozostaja w gestii eksperta
— Wizualizacje i statystyki stuzg jako narzedzia wspomagajace zrozumienie problemu

— Automatyczne raporty stanowig punkt wyjscia do dalszej analizy eksperckiej

Redukcja nakladu pracy przy zachowaniu jakoSci

— Automatyzacja rutynowych zadan (detekcja, generowanie grafow, statystyki)
— Znaczace skrécenie czasu analizy w poréwnaniu z metodami manualnymi

— Zwicgkszenie doktadnosci przez eliminacje btedéw ludzkich w obliczeniach

Implementacja potwierdza praktyczng wykonalno$¢ koncepcji przedstawionych w czesci teoretycznej
rozprawy. Model degradacji, integracja aspektow cyber-fizycznych oraz metodologia oceny wzglednie
racjonalnych $ciezek ataku znajduja odzwierciedlenie w funkcjonalnym narzedziu, ktére moze by¢ wy-
korzystywane w rzeczywistych scenariuszach oceny bezpieczenistwa. Obszary wymagajace dalszego roz-
woju obejmuja przede wszystkim rozszerzenie bazy danych treningowych dla algorytméw YOLO, imple-
mentacje bardziej zaawansowanych modeli degradacji opartych na danych rzeczywistych oraz integracje
z zewnetrznymi systemami zarzadzania bezpieczefistwem. Niemniej jednak, juz w obecnej formie na-
rzedzie stanowi znaczacy krok naprzéd w automatyzacji i systematyzacji proceséw oceny efektywnosci
systemOw ochrony fizycznej. Zaprezentowany system implementacyjny dowodzi, Ze zaawansowane me-
todologie teoretyczne moga by¢ skutecznie przeksztalcone w praktyczne narzedzia wspomagajace eks-
pertéw bezpieczenistwa, pod warunkiem zachowania odpowiedniej réwnowagi mi¢dzy automatyzacja a

kontrolg ludzka nad procesem decyzyjnym.
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7. Konkluzje i analiza krytyczna

7.1. Glowne osiagnie¢cia badawcze

Rozprawa ta zaproponowala zintegrowane i dynamiczne podejScie do oceny efektywnosci Cyber-
Fizycznych Systeméw Ochrony (CPPS), faczac perspektywe probabilistyczng, uczenie maszynowe oraz
wykorzystanie duzych modeli jezykowych (LLM). Opracowany zestaw metod i narzedzi badawczych
wskazuje nowe kierunki rozwoju zaréwno w teorii, jak i w praktyce inzynierii bezpieczefistwa.

W toku badan zrealizowaliSmy kilka istotnych zadan, ktére stanowig nasz wktad w dziedzing. Wy-
daje sie, ze po raz pierwszy w literaturze przedmiotu zaproponowaliSmy probabilistyczny model degrada-
cji specyficzny dla Elektronicznych Systeméw Bezpieczenistwa (ESS), uwzgledniajacy pie¢ kluczowych
czynnikéw: starzenie si¢ komponentéw, wzrost wiedzy przeciwnika, rozwéj technologiczny narzgdzi ata-
kujacych, pojawianie si¢ podatnoSci oraz dziatania konserwacyjne. Symulacje Monte Carlo wykonane dla
N = 10,000 przebiegéw sugeruja znaczacy spadek efektywnosci systeméw w czasie, z mozliwym spad-
kiem ponizej 50% skutecznosci w horyzoncie 6,5-7 lat.

Klasyczny model EASI zostat uzupelniony o wskazniki degradacji, co pozwala na bardziej reali-
styczne odwzorowanie efektywnosci CPPS w dlugim horyzoncie czasowym. Przeprowadzone analizy
wskazuja na potencjalne obnizenie estymowanych wskaZnikéw skutecznosci o 15-25 punktéw procento-
wych po pieciu latach eksploatacji w pordwnaniu z klasycznym podejsciem. Ta réznica ma fundamentalne
znaczenie dla planowania budzetowego i decyzji o modernizacji systeméw ochronnych.

Metodologii Contextual Object Grouping (COG) umozliwia automatyczng interpretacje diagraméw
bezpieczenstwa, osiagajac wyniki na poziomie 91,7% mAP@0.50-0.95 w detekcji elementéw architek-
tonicznych. COG stanowi skuteczny pomost miedzy analogowymi planami a cyfrowymi reprezentacjami
systemow bezpieczefistwa, umozliwiajac cyfrowa rekonstrukcje struktury ochronnej z wysoka precyzja.
Podejscie to rozwigzuje fundamentalny problem braku standaryzacji symboliki na planach bezpieczen-
stwa poprzez dynamiczne uczenie si¢ kontekstu z legend diagraméw.

ZaproponowaliSmy i przetestowaliSmy heurystyczng analize Sciezek ataku wykorzystujaca algorytm
A* zuwzglednieniem kontekstu operacyjnego i degradacji. Metoda ta oferuje wspomagang komputerowo
analize¢ kompleksowych scenariuszy zagrozen, redukujac teoretycznie nieskoriczong liczbe mozliwych
Sciezek do zbioru praktycznie analizowanego. Zastosowanie funkcji heurystycznej f(Py, Pee, Tar, Trr)
umozliwia priorytetyzacje najbardziej prawdopodobnych i niebezpiecznych tras intruzji.

Duze modele jezykowe wykorzystaliSmy do konsolidacji, raportowania i interpretacji wynikéw ana-

liz, co znaczaco wspiera praktyczne zastosowania modelu w Srodowisku eksperckim. Automatyczne ge-
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nerowanie spersonalizowanych raportéw i rekomendacji konserwacyjnych przetamuje bariere migedzy za-
awansowanymi analizami technicznymi a praktycznymi potrzebami operatoréw systeméw bezpieczeni-

stwa.

Integracja metodologiczna

Szczegdlng wartoscia przedstawionej pracy jest integracja réznych metodologii w spdjne podejscie
analityczne. Model degradacji oparty na symulacjach Monte Carlo faczy si¢ z klasyczng metodologia
EASI, tworzac rozszerzong wersje EASI-A, ktéra uwzglednia czasowa zmienno$¢ parametrow systemu.
Metodologia COG automatyzuje proces ekstrakcji informacji z planéw architektonicznych, dostarczajac
danych dla algorytméw przeszukiwania graféw. Duze modele jezykowe dziataja jako warstwa interpreta-

cyjna, przektadajac wyniki techniczne na rekomendacje zrozumiale dla decydentow.

Z punktu widzenia praktyki w obszarze bezpieczefistwa fizycznego, integracja ta umozliwia komplek-
sowy proces oceny CPPS, ktéry rozpoczyna si¢ od automatycznej analizy planéw architektonicznych,
przechodzi przez modelowanie degradacji i symulacje scenariuszy ataku, a koriczy si¢ na generowaniu
raportow i rekomendacji konserwacyjnych. Cato$¢ procesu moze by¢ przeprowadzona w znacznej mierze

automatycznie, przy zachowaniu mozliwosci weryfikacji i korekty przez ekspertow.

7.2. Analiza krytyczna ograniczen

Parametryzacja i Swiadome uproszczenia

Najwickszym ograniczeniem przedstawionego modelu jest jego parametryzacja. WartoSci parame-
trow zostaly dobrane w oparciu o dostepng literature, konsultacje eksperckie i badania symulacyjne, a
nie na podstawie obszernych danych empirycznych z rzeczywistych instalacji CPPS. Rozklady probabili-
styczne moga nie w petni odzwierciedlaé rzeczywisto$¢ operacyjng ré6znych typéw instalacji, a czestotli-
wos$¢ wystepowania krytycznych podatnosci oparto na danych historycznych z okresu 2015-2020, ktdre

moga okazac¢ si¢ nieadekwatne do przysztych trendéw w cyberbezpieczeristwie.

Efekty konserwacji zostaly ujete w modelu w sposéb rownomierny i systematyczny, co nie zawsze
odpowiada zréznicowanym praktykom organizacyjnym. Niekt6re organizacje przeprowadzaja konserwa-
cje czesciej lub rzadziej niz co kwartat, a jakos$¢ i zakres dziatain konserwacyjnych moga si¢ znacznie
roézni¢. Model nie uwzglednia réwniez korelacji miedzy czynnikami degradacji, co moze prowadzi¢ do

niedoszacowania lub przeszacowania rzeczywistych efektéw synergistycznych.

Przyjete uproszczenia, takie jak addytywnos$¢ czynnikéw degradacji, ich statystyczna niezaleznos¢
czy pominiecie czynnikéw Srodowiskowych (wilgotnosci, temperatury, intensywnosci uzytkowania), po-
zwolily na utrzymanie przejrzystosci i implementowalno$ci modelu, lecz prawdopodobnie kosztem jego
pelnego realizmu. Te §wiadome kompromisy byly konieczne dla umozliwienia formalizacji i implemen-

tacji kompleksowego podejécia na obecnym etapie rozwoju dziedziny.
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Ograniczenia technologiczne Metodologia COG

Metodologia COG, mimo osiggnig¢cia wysokich wskaznikéw skutecznosci detekcji, wykazuje pewne
ograniczenia techniczne. Model zostat trenowany na zbiorze danych ograniczonym do siedmiu podstawo-
wych klas architektonicznych, co moze by¢ niewystarczajgce dla kompleksowych analiz bezpieczenstwa
w réznorodnych Srodowiskach. Réznice w standardach rysunkowych, jakosci skandw i skali diagraméw

moga wplywacd na skutecznos¢ detekcji.

COG wykazuje kontekstowa Swiadomos$¢, wykrywajac symbole jedynie w kontekscie legend, ale
nie w gléwnych obszarach diagraméw. To zachowanie, cho¢ zgodne z zatozeniami metodologicznymi,
moze ogranicza¢ zastosowanie do analiz wymagajacych identyfikacji wszystkich wystapier symboli bez
wzgledu na kontekst. Dodatkowo, model wymaga post-processingu dla eliminacji duplikatéw i walidacji

geometrycznej, co zwigksza ztozono§¢ implementacyjng.

Ograniczenia heurystycznej analizy Sciezek

Algorytm przeszukiwania Sciezek A* z zaproponowang funkcjg heurystyczna f(Py, Pee, Tui, Trr)
moze nie uwzglednia¢ wszystkich aspektow rzeczywistych scenariuszy ataku. Funkcja heurystyczna zo-
stata zdefiniowana na podstawie parametréw klasycznej metodologii EASI, co moze nie obejmowac no-
woczesnych technik ataku cybernetycznego lub socjotechnicznego. Model zaktada réwniez racjonalno$é

przeciwnika i dazenie do optymalizacji Sciezki, co nie zawsze odpowiada rzeczywistosci.

Przeszukiwanie ogranicza si¢ do reprezentacji dwuwymiarowej budynkow, co jest niewystarczajace
dla kompleksowej analizy obiektéw wielokondygnacyjnych. Brak uwzglednienia czasowej zmiennoS$ci
obsady obiektéw, system6w kontroli dostepu w czasie rzeczywistym czy dynamicznych procedur bezpie-

czefistwa moze prowadzi¢ do blednych ocen realnych zagrozen.

Swiadomos$¢ ograniczen jako metodologiczny fundament

Wszystkie zidentyfikowane ograniczenia nalezy traktowac nie jako fundamentalne stabosci, lecz jako
Swiadome punkty wyjscia dla dalszych badari empirycznych. Model zostat zaprojektowany jako meto-
dologiczne ramy (framework), ktére moga by¢ sukcesywnie rozwijane i dostrajane w miar¢ gromadze-
nia danych operacyjnych. Przyjete uproszczenia sa nieuniknione na obecnym etapie rozwoju dziedziny i

umozliwiajg stworzenie podstaw do bardziej zaawansowanych implementacji.

Zidentyfikowane ograniczenia wyznaczaja konkretne kierunki przysztych prac, ktére powinny kon-
centrowac si¢ na systematycznym pozyskiwaniu danych z rzeczywistych instalacji CPPS, empirycznej
kalibracji parametréw dla réznych typéw systeméw, modelowaniu zaleznoSci nieliniowych miedzy czyn-
nikami degradacji oraz uwzglednianiu Srodowiskowych, organizacyjnych i ekonomicznych determinant

skutecznos$ci systemow.
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7.3. Wkilad w stan wiedzy

Nowatorski charakter podejscia

Praca wnosi do literatury przedmiotu kilka istotnych elementéw metodologicznych i technicznych.
Wydaje sig, ze jako pierwsi zaproponowaliSmy probabilistyczny model degradacji specyficzny dla CPPS,
uwzgledniajacy jednoczesnie czynniki techniczne (starzenie komponentéw), Srodowiskowe (ewolucja za-
grozen) i operacyjne (dzialania konserwacyjne). Praktyczne rozszerzenie uznanej metodologii EASI o
wskazniki degradacji i cyberodpornosci stanowi znaczacy postep w kierunku realistycznej oceny dtugo-

terminowej efektywnosci systeméw ochronnych.

Integracja Metodologia COG z heurystyczng analiza Sciezek ataku tworzy kompletny proces od au-
tomatycznej analizy diagraméw do generowania scenariuszy zagrozefi. Zastosowanie LLM do automa-
tycznej interpretacji i raportowania w kontekScie analizy bezpieczefistwa otwiera nowe mozliwosci ko-

munikacji miedzy systemami technicznymi a uzytkownikami koficowymi.

Metodologia COG wprowadza koncepcje klasy kontekstowej COG jako poSredniego poziomu on-
tologicznego migedzy atomowg detekcja obiektéw a interpretacja semantyczng. To podejscie umozliwia
modelom bezposrednie postrzeganie kontekstu zamiast wnioskowania o nim poprzez post-processing, co

stanowi fundamentalna zmian¢ paradygmatu w analizie diagraméw technicznych.

Interdyscyplinarny charakter rozwigzania

Zaproponowany model i narzedzia badawcze tacza osiagniecia z kilku dziedzin, tworzac spdjna meto-
dologie interdyscyplinarng. Z inzynierii niezawodnoSci zaczerpnigto modelowanie proceséw degradacji
i analizy cyklu zycia, z cyberbezpieczenstwa - analiz¢ ewolucji zagrozen i podatnosci, ze sztucznej in-
teligencji - zastosowanie uczenia maszynowego i LLLM, z teorii graféw - modelowanie Sciezek ataku i
optymalizacje, a z zarzadzania bezpieczefistwem - integracje z praktykami operacyjnymi.

Takie interdyscyplinarne podejScie umozliwia zastosowanie proponowanych metod w réznych sekto-
rach infrastruktury krytycznej, od energetyki, przez transport, po sektor finansowy. Uniwersalno§¢ me-
todologii wynika z abstrakcyjnego potraktowania CPPS jako systeméw o okre§lonych wtasciwosciach

probabilistycznych, niezaleznie od konkretnej domeny zastosowan.

Potencjalne implikacje praktyczne

Rezultaty badan wskazujg na mozliwa potrzebe rewizji standardowych, dziesigcioletnich cykli wy-
miany systemOw ochronnych w kierunku bardziej elastycznych, opartych na rzeczywistym stanie degra-
dacji. Wdrozenie dynamicznych harmonograméw konserwacji dostosowanych do przewidywanego tempa

degradacji moze znaczaco poprawic efektywnos¢ kosztowa utrzymania systeméw bezpieczeristwa.
Szeroka integracja oceny CPPS z narzedziami Al dla wsparcia predykcyjnego utrzymania moze pro-
wadzi¢ do powstania nowej generacji inteligentnych systeméw bezpieczeristwa zdolnych do samodiagno-

styki i adaptacji. Rozwdj cyfrowych bliZzniakéw jako platform walidacji i testowania réznych strategii
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utrzymania moze istotnie wptynaé na podejsScie do planowania bezpieczefistwa w infrastrukturze kry-
tycznej.

Implementacja systeméw ciaglego monitorowania efektywnosci zamiast okresowych przegladéow
moze doprowadzi¢ do fundamentalnej zmiany w kulturze bezpieczefistwa organizacji, przesuwajac ak-

cent z reaktywnego na proaktywne zarzadzanie ryzykiem.

7.4. Kierunki dalszych badan

Walidacja empiryczna jako fundament

Najwazniejszym i najbardziej pilnym wyzwaniem jest systematyczna empiryczna walidacja modelu
na danych z rzeczywistych instalacji CPPS. Ten kompleksowy proces bedzie wymagal nawigzania part-
nerstw strategicznych z operatorami infrastruktury krytycznej w r6znych sektorach (energetyka, transport,
finanse, ochrona zdrowia), budowania relacji z instytucjami badawczymi i uniwersytetami majacymi do-
step do danych operacyjnych oraz partnerstwa z producentami systemOow bezpieczeristwa i integratorami.

Rozw6j infrastruktury badawczej powinien obejmowaé opracowanie standardéw i protokotéw groma-
dzenia danych operacyjnych zachowujacych wymagania bezpieczenistwa, stworzenie bezpiecznych me-
chanizméw udostepniania danych wrazliwych dla celéw badawczych poprzez szyfrowanie, anonimizacje
i kontrole dostepu, oraz rozwdj narzedzi do automatycznego gromadzenia i przetwarzania danych z r6z-
nych Zrédet, takich jak sensory, logi systemowe i raporty serwisowe.

Dtugoterminowe programy monitorowania powinny obejmowac organizacj¢ wieloletnich programéw
obserwacji degradacji w réznych warunkach srodowiskowych, systematyczne dokumentowanie efektow
réznych strategii konserwacyjnych i ich wptywu na tempo degradacji, tworzenie kohort systeméw o po-
dobnych charakterystykach dla analiz poréwnawczych oraz integracje z istniejgcymi programami moni-

torowania infrastruktury.

Zaawansowane rozszerzenia technologiczne

Kolejny etap rozwoju powinien obejmowaé integracje z nowoczesnymi technologiami i metodami
obliczeniowymi. Zastosowanie glebokich sieci neuronowych do wykrywania zfozonych wzorcéw degra-
dacji w danych wielowymiarowych, wykorzystanie uczenia przez wzmacnianie do optymalizacji strategii
konserwacyjnych w dynamicznych Srodowiskach, oraz implementacja modeli attention-based do identy-
fikacji kluczowych czynnikéw wplywajacych na degradacje moga znaczaco poprawi¢ dokladnos¢ pre-
dykcji.

Internet rzeczy (IoT) i analityka brzegowa otwieraja mozliwosci integracji z czujnikami IoT nowej ge-
neracji, umozliwiajacymi ciggte monitorowanie parametréw Srodowiskowych i operacyjnych, implemen-
tacji analityki brzegowej dla real-time’owej detekcji anomalii i predykcji degradacji, rozwoju inteligent-
nych sensoréw zdolnych do samodzielnej analizy i raportowania oraz integracji z systemami zarzadzania
budynkami (BMS) i infrastrukturg (IMS).

Technologie rozproszone i blockchain mogg zosta¢ wykorzystane do eksperymentéw z technologia

blockchain dla zapewnienia niezmiennoSci i audytowalnoSci danych pomiarowych, rozwoju systeméw
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rozproszonych umozliwiajacych bezpieczne udostepnianie danych miedzy organizacjami, implementa-
cji smart contracts dla automatyzacji proceséw konserwacyjnych oraz zastosowania technologii zero-

knowledge proof dla prywatnej walidacji modeli.

Rozwéj regulacyjny i standaryzacyjny

Praktyczne wdrozenie bedzie wymagaé znaczacych zmian w §rodowisku regulacyjnym i standary-
zacyjnym. Opracowanie elastycznych ram prawnych uwzgledniajacych wskazniki degradacji i ryzyka w
wymaganiach regulacyjnych, rozwdj procedur certyfikacji systeméw CPPS opartych na ciaglej ocenie
efektywnoSci, integracja wynikéw modeli predykcyjnych z procesami licencyjnymi i audytowymi oraz
harmonizacja wymagan miedzy ré6znymi jurysdykcjami i sektorami beda konieczne dla szerokiego za-
stosowania proponowanych metod.

Rozwdj standardéw ISO/IEC dla modelowania degradacji CPPS, harmonizacja metodologii migdzy
organizacjami takimi jak NIST, ENISA, i narodowymi centrami cyberbezpieczefistwa, opracowanie pro-
tokoléw wymiany danych i interoperacyjnos$ci miedzy ré6znymi systemami analitycznymi, oraz tworzenie
certyfikowanych procedur walidacji i kalibracji modeli stanowig priorytetowe obszary standaryzacji.

Aspekty etyczne i prywatnoSci wymagaja rozwoju ram etycznych dla wykorzystania AI w systemach
bezpieczenistwa, standardéw ochrony prywatnosci dla danych operacyjnych infrastruktury krytycznej,
protokoléw transparentno$ci i odpowiedzialnosci dla systeméw Al w zastosowaniach krytycznych oraz

mechanizmdw kontroli spotecznej i nadzoru demokratycznego nad systemami automatycznymi.

Transformacja organizacyjna i kompetencyjna

Skuteczne wdrozenie bedzie wymaga¢ fundamentalnych zmian w organizacjach i rozwoju nowych
kompetencji. Rozw6j kultury proaktywnej konserwacji opartej na danych w organizacjach zarzadzaja-
cych infrastrukturg krytyczna, implementacja systeméw motywacyjnych zachecajacych do adopcji no-
wych technologii i metod, tworzenie interdyscyplinarnych zespotéw taczacych kompetencje techniczne,
analityczne i zarzadcze, oraz rozwdj procedur zarzadzania zmiang dla stopniowego wdrazania nowych
podejs¢ beda kluczowe dla sukcesu transformacji.

Opracowanie specjalistycznych programéw ksztalcenia dla inzynieréw bezpieczefistwa w zakresie
modelowania predykcyjnego, szkolenia dla personelu operacyjnego w interpretacji wynikéw modeli Al
i podejmowaniu decyzji opartych na danych, programy dla kadry zarzadczej dotyczace strategicznego
wykorzystania analiz predykcyjnych, oraz rozwéj certyfikacji profesjonalnych dla specjalistow od inteli-

gentnych systemdéw bezpieczeristwa wymagaja systematycznego podejscia do budowania kompetenciji.

7.5. Podsumowanie

Charakter wkladu

Prezentowany model i metody nalezy traktowaé jako metodologiczny fundament dla dalszych ba-

dan nad inteligentnymi systemami bezpieczernistwa. Majac petna Swiadomos¢ ograniczen i stosowanych

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



7.5. Podsumowanie 141

uproszczefi, mozna je uznaé za §wiadome ramy poczatkowe, ktére nie tylko wyznaczaja obiecujacy kie-
runek badan, lecz takze precyzyjnie wskazujg obszary, gdzie konieczne jest systematyczne gromadzenie
danych empirycznych.

Warto$¢ dodana pracy polega nie tyle na dostarczeniu gotowego rozwigzania, ile na sformalizowaniu
problemu degradacji CPPS w spos6b umozliwiajacy dalsze badania empiryczne, zaproponowaniu kon-
kretnych narzedzi i metod, ktére moga by¢ rozwijane i dostrajane, zidentyfikowaniu kluczowych czynni-
kéw wymagajacych monitorowania i analizy, oraz wskazaniu interdyscyplinarnych mozliwosci integracji

réznych dziedzin wiedzy.

Uwarunkowania praktycznego zastosowania

Praktyczna warto§¢ proponowanego podej$cia bedzie zalezata od zdolno$ci adaptacji - mozliwosci
dostosowania modeli do specyfiki réznych typéw instalacji i warunkéw operacyjnych, jakosci i dostepno-
$ci danych - rozwoju systeméw gromadzenia i udostepniania danych operacyjnych przy zachowaniu wy-
mogow bezpieczeristwa, gotowosci organizacyjnej - akceptacji przez instytucje zaawansowanych strategii
dynamicznego zarzadzania utrzymaniem, postepu technologicznego - dalszego rozwoju w dziedzinie Al,
IoT i metod probabilistycznych, oraz wsparcia regulacyjnego - wlaczenia wynikéw modeli predykcyjnych

do formalnych ram prawnych i standardéw branzowych.

Wizja perspektywiczna

Rozprawa moze stanowi€ istotny krok ku rozwojowi inteligentnych systeméw CPPS, ktére beda cha-
rakteryzowac sie zdolnoScig do samodiagnostyki - automatycznego wykrywania oznak degradacji i prze-
widywania awarii, predykcji adaptacyjnej - dostosowania modeli predykcyjnych do zmieniajacych si¢
warunkdéw, optymalizacji w czasie rzeczywistym - cigglego dostrajania strategii utrzymania, oraz wspot-
pracy miedzy systemami - koordynacji dziataii w ramach catej infrastruktury krytycznej.

Realizacja tej wizji bedzie wymagac nie tylko dalszego rozwoju technologicznego, ale takze fun-
damentalnych zmian w podejéciu do zarzadzania bezpieczenistwem - przejScia od reaktywnych modeli
utrzymania do proaktywnych, inteligentnych systeméw zdolnych do antycypowania i zapobiegania de-
gradacji przed jej krytycznymi konsekwencjami.

Przedstawiona praca moze by¢ postrzegana jako préba zdefiniowania nowego paradygmatu w inzy-
nierii bezpieczenistwa - paradygmatu, w ktérym systemy ochrony nie sg traktowane jako statyczne infra-
struktury, ale jako dynamiczne, uczace si¢ organizmy zdolne do ciagtej adaptacji i samodoskonalenia. Ten
paradygmat, wspierany przez postep w dziedzinie sztucznej inteligencji i analityki predykcyjnej, moze
fundamentalnie zmieni¢ sposéb projektowania, wdrazania i utrzymania systeméw bezpieczefistwa infra-

struktury krytyczne;j.

J. Kapusta Elektroniczne Systemy Zabezpieczenia Technicznego jako Zrédto danych w procesie automatycznej
obrony przez cyberatakami oraz wykrywania sprawcy przestepstwa



A. Dodatek A - Raport LLM

Security Analysis Report for Test_Facility, Krakow, Poland

Section 1: Attack Paths Analysis

— Total Attack Paths Analyzed: 124
— Average Attack Path Cost (Time): 12.32 minutes (739.39 seconds)

— Most Commonly Exploited Barrier Type: Internal Walls (IntWall)

Analysis:
The high number of attack paths indicates multiple potential entry points and vulnerabilities within the
facility. The average time required for an adversary to breach the facility is 12.32 minutes, which is dan-
gerously close to the 15-minute response time of the security team. This suggests that adversaries could
achieve their objectives before security arrives, particularly if they exploit internal walls. The frequent

targeting of internal walls highlights a critical weakness in the facility’s internal security structure.

Section 2: Trend Analysis

— Observed Trends:
Attack paths often involve internal walls, suggesting that adversaries prioritize exploiting weak-
nesses in internal security once they bypass perimeter defenses. The average breach time of 12.32
minutes is concerning, as it leaves only a 2.68-minute window for security to respond before an

adversary succeeds.

— Changes Over Time:
If historical data were available, it would be essential to analyze whether breach attempts have
become faster or more frequent. The current data suggests a consistent pattern of targeting internal

barriers, which could worsen if left unaddressed.
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Section 3: Detailed Physical Security Report

— Weaknesses in Most Exploited Barriers:
Internal Walls (IntWall): These are frequently exploited, indicating potential weaknesses in access
control, structural integrity, or monitoring. Adversaries may be leveraging gaps in surveillance or

physical vulnerabilities in these walls.

— Vulnerabilities:
Internal walls may lack sufficient reinforcement or real-time monitoring, making them easier to
breach once an adversary gains access. Windows and single doors are also targeted, suggesting

these points require additional security layers.

— Current Security Countermeasures:
The facility is equipped with access control, alarm systems, and CCTYV, monitored 24/7 by a
commercial security firm. The 15-minute response time for armed intervention is a strength, but
the 12.32-minute average breach time means adversaries could succeed before security arrives if

they exploit internal weaknesses.

Section 4: Elements Recommended for Reinforcement

— Barriers Requiring Reinforcement:
Internal Walls (IntWall): Strengthen with reinforced materials, additional access control, or in-
trusion detection systems.
Windows and Single Doors: Install shatterproof glass, reinforced door frames, and alarms to delay

breaches.

— Security Zones Needing Attention:
High-Traffic Internal Areas: Increase sensor coverage and surveillance in zones where internal
walls are frequently breached.
Perimeter Adjacent to Internal Walls: Enhance monitoring to detect early signs of intrusion and

slow down adversaries.

Section 5: Security Improvement Strategies

— Enhancements for Sensor Placement:
Deploy additional motion sensors and surveillance cameras near internal walls and high-risk zones.

Integrate AI-driven anomaly detection to identify suspicious activity patterns in real time.

— Cost-Effective Reinforcements:
Access Control Upgrades: Implement multi-factor authentication for internal doors to slow down
adversaries.
Physical Barriers: Use bollards, reinforced doors, or barriers to restrict access to vulnerable inter-

nal areas.
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— Survey Results:
The survey indicates that 70% of security sensors are functioning optimally, but 30% require
maintenance or replacement. Addressing this gap will improve detection capabilities and poten-

tially increase the time required for a breach.

Section 6: Report Summary and Urgent Actions

— Key Findings:
Internal walls are the primary target for adversaries, and the 12.32-minute average breach time
is too close to the 15-minute security response time. While perimeter security is robust, internal
defenses require immediate reinforcement to prevent adversaries from succeeding before security

arrives.

— Final Security Assessment:
The facility’s perimeter security is strong, but internal vulnerabilities pose a significant risk. Rein-
forcing internal walls, windows, and doors, along with addressing sensor maintenance, will extend

the time required for a breach and improve overall security.
— Urgent Actions:

1. Reinforce internal walls with stronger materials, access control, and real-time monitoring.
Upgrade or replace non-functional sensors to ensure full coverage of high-risk areas.

Conduct regular security drills to test response times and identify further weaknesses.

el

Reduce the average breach time below the 15-minute response threshold by implementing
delays (e.g., reinforced doors, alarms) in critical paths.

Local Crime Insight

— Crime Rate: Moderate

— Common Crimes: Theft, vandalism, and unauthorized access are prevalent in the vicinity.

— Security Incidents: Occasional reports of attempted break-ins emphasize the need for proactive

security measures.

Geopolitical Related Aspects

— Stability: Krakéw is geopolitically stable, with a low risk of targeted attacks due to regional ten-

sions.

— Regional Security: Collaborative measures with local law enforcement can further enhance secu-

rity and response coordination.
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